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(57) ABSTRACT

Primary vehicles having cameras or other sensors generate
and transmit instructions for causing secondary vehicles,
such as personal delivery devices, to travel on selected
courses and speeds. The primary vehicles capture and pro-
cess images or other data to determine positions or orien-
tations of the secondary vehicle, to detect any obstacles, and
to select courses or speeds for the secondary vehicle based
on the locations of the obstacles or one or more objectives
of a task or function. Alternatively, the secondary vehicles
may also capture images or other data, and transmit the
images or data to the primary vehicle for processing. The
secondary vehicles may include one or more fiducials hav-
ing visual markings thereon. The visual identifiers are fixed
in their orientations with respect to the secondary vehicles,
such that positions or orientations of the secondary vehicles
may be determined upon detecting the markings within
imaging data.
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DIRECTING SECONDARY DELIVERY
VEHICLES USING PRIMARY DELIVERY
VEHICLES

BACKGROUND

[0001] Items that are ordered from electronic market-
places, bricks-and-mortar merchants, or from any other
sources may be delivered to one or more predetermined
destinations in any number of vehicles. For example, items
may be delivered from an origin (e.g., a source of the items)
to destinations in one or more cars, trucks, tractors, vans or
other automobiles, which may be operated manually, e.g., by
one or more drivers, couriers, associates or other personnel,
or autonomously, e.g., upon executing one or more com-
puter-based instructions.

[0002] Personal delivery devices, such as autonomous
ground vehicles or robots, are being increasingly utilized in
the performance of a number of commercial applications,
personal tasks, and other functions. For example, such
devices have been utilized to complete deliveries of items to
locations or personnel indoors or outdoors, or, alternatively,
to survey ground conditions, to monitor traffic, or to identify
situations requiring alternative or additional assistance from
humans or other machines.

[0003] Personal delivery devices are commonly outfitted
with suites of sensors of varying types. For example, a
personal delivery device may include any number of digital
cameras mounted to a body or frame, and such digital
cameras may be aligned with fields of view that are pointed
forward, aft, alongside or above the personal delivery
device, and configured to capture visual imaging data, depth
imaging data, or any other imaging data regarding surround-
ings or environments in which the personal delivery device
is operating. Additionally, a personal delivery device may
also include any number of navigational sensors, e.g., posi-
tion sensors, accelerometers, gyroscopes, compasses Or
other magnetometers, as well as any inclinometers, ranging
sensors (e.g., radar, sonar or LIDAR ranging sensors) or
acoustic sensors. Furthermore, in order for a personal deliv-
ery device to operate equipment such as digital cameras,
navigation sensors, or other sensors, or to engage in com-
munications with other systems, the personal delivery
device must typically include one or more computer systems
or other processor units, as well as hard drives, transceivers,
antennas or other computer equipment.

[0004] A sensor suite may provide a personal delivery
device with a number of benefits or advantages. However,
such benefits or advantages may typically come at a price,
as cameras, navigation equipment, processors, hard drives or
transceivers may greatly increase the cost of the personal
delivery device. Moreover, where a personal delivery device
is small in size, a sensor suite may limit its effectiveness, as
such sensors may take up valuable space within a body of a
personal delivery device that might otherwise be occupied
by items to be delivered to destinations specified by cus-
tomers.

BRIEF DESCRIPTION OF THE DRAWINGS

[0005] FIGS. 1A through 1N are views of aspects of one
system for directing secondary vehicles using primary
vehicles in accordance with embodiments of the present
disclosure.
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[0006] FIG. 2 is a block diagram of components of one
system for directing secondary vehicles using primary
vehicles in accordance with embodiments of the present
disclosure.

[0007] FIG. 3 is a flow chart of one process for directing
secondary vehicles using primary vehicles in accordance
with embodiments of the present disclosure.

[0008] FIGS. 4A through 4H are views of aspects of one
system for directing secondary vehicles using primary
vehicles in accordance with embodiments of the present
disclosure.

[0009] FIGS. 5A and 5B are views of aspects of one
system for directing secondary vehicles using primary
vehicles in accordance with embodiments of the present
disclosure.

[0010] FIGS. 6A and 6B are a flow chart of one process for
directing secondary vehicles using primary vehicles in
accordance with embodiments of the present disclosure.
[0011] FIGS. 7A through 7D are views of aspects of one
system for directing secondary vehicles using primary
vehicles in accordance with embodiments of the present
disclosure.

DETAILED DESCRIPTION

[0012] As is set forth in greater detail below, the present
disclosure is directed to directing secondary vehicles, such
as personal delivery devices, using primary vehicles. More
specifically, some embodiments of the systems and methods
disclosed herein are directed to using one or more vehicles
(e.g., “primary vehicles™) that are outfitted or configured
with one or more sets of sensors, computer devices, and
communications equipment to control the operations of one
or more personal delivery devices or other vehicles (e.g.,
“secondary vehicles”) that need not be outfitted with sen-
sors, computer devices, and communications equipment in
the same number or of the same levels of quality, complex-
ity, sophistication, technology or advancement.

[0013] For example, in some embodiments, a primary
vehicle that is outfitted or configured with digital cameras or
other sensors, as well as control systems, navigation sys-
tems, transceivers and processors, may generate instructions
for a secondary vehicle, such as a personal delivery device,
that is not similarly equipped to perform a task or function
involving travel between two locations or positions based on
data captured by the sensors of the primary vehicle. Such
tasks or functions may include but are not limited to deliv-
eries of items. The instructions may be selected on any basis,
including locations or positions of the secondary vehicle or
any obstructions, as well as one or more requirements of a
given task or function. The secondary vehicle may be
equipped with one or more extensions or appurtenances
having distinct appearances that increase a likelihood that
the secondary vehicle will be detected within imaging data
captured by the primary vehicle.

[0014] Insome embodiments, a secondary vehicle may be
outfitted or configured with a digital camera, a position
sensor, or another sensor. The secondary vehicle may cap-
ture data (e.g., one or more images, position data, or others)
and transmit the data to a primary vehicle, which may
process the data and select a course or a speed for the
secondary vehicle based on the data.

[0015] In some embodiments, a primary vehicle and one
or more secondary vehicles may travel together to a location
associated with a task or function (e.g., a delivery of one or
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more items). For example, the primary vehicle may carry the
one or more secondary vehicles (e.g., personal delivery
devices) to the location, or be coupled to the one or more
secondary vehicles, e.g., in a chain or other arrangement.
Upon arriving at the location, the primary vehicle may
discharge or decouple from one or more of the secondary
vehicles, and generate and transmit instructions to the sec-
ondary vehicles for performing one or more tasks or func-
tions. Alternatively, in some embodiments, a primary
vehicle and a secondary vehicle may travel together to a
location, in an uncoupled state or condition, but within a
communication range of one another, and with the second-
ary vehicle traveling on courses or speeds selected in
response to instructions received from the primary vehicle.
Upon completing the tasks or functions, the primary vehicle
may program a secondary vehicle to return to a location of
the primary vehicle, or to travel to another location or
position, e.g., to perform another task or function.

[0016] Referring to FIGS. 1A through 1IN, views of
aspects of one system for directing secondary vehicles using
primary vehicles in accordance with embodiments of the
present disclosure are shown. As is shown in FIG. 1A, a
primary vehicle 110 carries a secondary vehicle (e.g., a
personal delivery device) 140 and a plurality of items 10 to
a designated destination, to complete a delivery of one or
more of the items 10. The primary vehicle 110 is in com-
munication with one or more external servers 172 or other
computer devices, which may be associated with a fulfill-
ment center, a materials handling facility, an electronic
marketplace, or any other individual or entity, over a net-
work 190. The secondary vehicle 140 is within a cargo bay,
a storage compartment or another space of the primary
vehicle 110, along with the items 10.

[0017] The primary vehicle 110 may be an automobile
such as a car, a truck, a van, a tractor, or any other type or
form of vehicle that is operated manually (e.g., by one or
more drivers, couriers, associates or other personnel, not
shown) or autonomously. Additionally, the secondary
vehicle 140 may be an autonomous robot or another autono-
mous vehicle having one or more wheels, legs or other
systems for traveling on ground surfaces that is configured
to receive instructions or other information or data from the
primary vehicle 110 and to execute such instructions in the
performance of the one or more tasks or functions, such as
a delivery of the ordered item. As is shown in FIG. 1A, the
secondary vehicle 140 comprises at least one imaging device
150 provided on a forward or front surface thereof and
having a field of view that extends forward of the secondary
vehicle 140. The secondary vehicle 140 further includes a
fiducial 152 that extends above a body of the secondary
vehicle 140 (e.g., normal to an upper surface of the body),
to fixed or variable heights, and includes an extension 154
on a distal end. The extension 154 of the fiducial 152 may
be an object that has a fixed orientation with respect to an
orientation of the secondary vehicle 140, and includes one or
more discrete visible markings on respective faces. There-
fore, upon detecting the fiducial 152 and/or the extension
154 within an image, a position and/or an orientation of the
secondary vehicle 140 may be determined based on the
appearance of the respective visible markings within such
images.

[0018] As is shown in FIG. 1B, the primary vehicle 110
may be programmed with a map 115 or other representation
or set of instructions for traveling to a destination 185 for the
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ordered items. The map 115 may identify not only a location
or position (e.g., by coordinates, position data or other
information or data) at which the primary vehicle 110 may
park or idle when completing the delivery to the destination
185 but also a delivery area Ai at the destination 185 where
the ordered items should be delivered. The map 115 may
further specify a route to be traveled by the primary vehicle
110. Alternatively, the primary vehicle 110 may calculate
one or more paths or a route to the destination 185 based on
the map 115, e.g., according to one or more optimal path or
route (or shortest path or route) algorithms, or in any other
manner. As is shown in FIG. 1C, upon arriving at the
destination 185, the secondary vehicle 140 may exit or
otherwise be removed from the cargo bay or other storage
compartment of the primary vehicle 110, either under power
of one or more onboard motors, or with assistance of one or
more external personnel or machines.

[0019] In accordance with embodiments of the present
disclosure, the secondary vehicle 140 may operate under the
direction and control of the primary vehicle 110 when
performing a task or function, e.g., a delivery of the ordered
items, to the delivery area Ai at the destination 185. As is
shown in FIG. 1D, the secondary vehicle 140 may depart the
primary vehicle 110 and travel toward the delivery area Ai
at the destination 185 in accordance with one or more sets
of instructions received from the primary vehicle 110. For
example, the primary vehicle 110 and the secondary vehicle
140 may be configured for communication via any wired or
wireless systems or protocols, including but not limited to
Bluetooth®, Wireless Fidelity (or “Wi-Fi”), or any other
type of systems, protocols or network, e.g., a proprietary
system, protocol or network, either directly or over a net-
work, e.g., the network 190.

[0020] Additionally, as is shown in FIGS. 1D and 1E, the
imaging device 150 of the secondary vehicle 140 may be
configured to capture imaging data (e.g., visual images or
depth images), as well as audio signals or any associated
information, data or metadata, as the secondary vehicle 140
travels in accordance with instructions received from the
primary vehicle 110 toward the destination 185. The sec-
ondary vehicle 140 may be configured to transmit any such
imaging data or other information or data to the primary
vehicle 110, which may process the imaging data or other
information or data, e.g., to detect and locate any number of
obstructions 160-1, 160-2, and select one or more courses or
speeds, or other actions, for the secondary vehicle 140 based
on such imaging data or other information or data. Alterna-
tively, the secondary vehicle 140 need not include any
imaging devices or other sensors, and may instead operate
exclusively under control of the primary vehicle 110, which
may include any number or type of sensors (not shown),
such as digital cameras, which may capture any type or form
of data regarding the surroundings or the environments in
which the primary vehicle 110 or the secondary vehicle 140
are operating in accordance with embodiments of the present
disclosure.

[0021] For example, as is shown in FIG. 1F, the secondary
vehicle 140 transmits data 155-1 including an image cap-
tured by the secondary vehicle 140, as well as a course and
a speed at which the secondary vehicle 140 is traveling (viz.,
a course of 307° and a speed of 3.2 knots) to the primary
vehicle 110, which processes the data 155-1 to identify any
obstructions or other features depicted therein, and generates
one or more instructions for operating the secondary vehicle
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140 based on the data 155-1, as well as one or more
requirements of a given task or function. In some embodi-
ments, such as where the secondary vehicle 140 is outfitted
with one or more position sensors, navigation sensors, or
other equipment or components, the data 155-1 may include
data in addition to the image, the course or the speed, such
as a position of the secondary vehicle 140 at a time that the
data 155-1 was captured, as well as any information or data
regarding angles or orientations of the secondary vehicle
140. In some embodiments, however, the data 155-1 may
include only the image or only the course and speed.

[0022] In still other embodiments, however, such as where
the primary vehicle 110 is outfitted with one or more
cameras or other imaging devices, the secondary vehicle 140
need not include any additional sensors, and the primary
vehicle 110 may capture data (e.g., imaging data or other
information or data) as the secondary vehicle 140 travels. In
such embodiments, the primary vehicle 110 may process
data captured thereby, and generate one or more instructions
for subsequent operations of the secondary vehicle 140
based on the captured data.

[0023] As is shown in FIG. 1G, upon processing the data
155-1 received from the secondary vehicle 140, the primary
vehicle 110 may process the data 155-1 to determine a
position and/or an orientation of the secondary vehicle 140,
and to generate one or more instructions for executing
course changes or speed changes or other actions by the
secondary vehicle 140 based on the position or the orienta-
tion of the secondary vehicle 140, or positions or orienta-
tions of any other objects. For example, as is shown in FIG.
1G, the primary vehicle 110 transmits a set of instructions
125-1 for causing the secondary vehicle 140 to execute a
change in course and a change in speed at future times
designated in the set of instructions 125-1. In some embodi-
ments, however, the instructions 125-1 may predicate a
change in course, a change in speed, or any other action,
based on a location or position of the secondary vehicle 140
or any other factors or events. As is shown in FIG. 1H, upon
receiving the set of instructions 125-1 from the primary
vehicle 110, the secondary vehicle 140 executes the change
in course and the change in speed as scheduled, thereby
avoiding one of the obstacles 160-2 depicted within the data
155-1, and causing the secondary vehicle 140 to further
approach the delivery area Ai at the destination 185.

[0024] In accordance with embodiments of the present
disclosure, the secondary vehicle 140 may continuously
capture data during operations, and transmit the data to the
primary vehicle 110, which may process the captured data
and generate sets of instructions for the secondary vehicle
140 to execute changes in course or speed, or to perform any
other actions, as necessary. For example, as is shown in FIG.
11, the secondary vehicle 140 transmits data 155-2 including
an image captured by the secondary vehicle 140, as well as
a course and a speed at which the secondary vehicle 140 is
traveling (viz., a course of 270° and a speed of 1.5 knots) to
the primary vehicle 110. As is shown in FIG. 1], the primary
vehicle 110 generates a set of instructions 125-2 based on the
data 155-2, with such instructions also calling for the
secondary vehicle 140 to execute a change in course and a
change in speed at future times designated in the set of
instructions 125-2. As is shown in FIG. 1K, upon receiving
the set of instructions 125-2 from the primary vehicle 110,
the secondary vehicle 140 executes the change in course and
the change in speed as scheduled, thereby causing the
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secondary vehicle 140 to travel along a path leading to the
delivery area Ai at the destination 185.

[0025] Likewise, as is shown in FIG. 1L, the secondary
vehicle 140 transmits data 155-3 including an image cap-
tured by the secondary vehicle 140, as well as a course and
a speed at which the secondary vehicle 140 is traveling (viz.,
a course of 227° and a speed of 1.0 knots) to the primary
vehicle 110. As is shown in FIG. 1M, upon determining that
the secondary vehicle 140 is approaching the delivery area
Ai at the destination 185 based on the data 155-3, the
primary vehicle 110 generates a set of instructions 125-3 to
cause the secondary vehicle 140 to stop, to deploy a parcel
including the ordered items at the delivery area Ai, e.g., in
an attended or an unattended delivery, before executing a
change in a course and a speed after deploying the parcel in
order to return to the primary vehicle 110.

[0026] As is shown in FIG. 1N, upon receiving the set of
instructions 125-3 from the primary vehicle 110, the sec-
ondary vehicle 140 reverses course and executes a change in
speed as scheduled, thereby causing the secondary vehicle
140 to travel along a path and to eventually return to the
primary vehicle 110. For example, while en route to the
primary vehicle 110, the secondary vehicle 140 may con-
tinue to capture images or other data and transmit the data
to the primary vehicle 110, which may assess the data
received from the secondary vehicle 140 and instruct the
secondary vehicle 140 to execute one or more changes in
course or speed, or to take any other actions, based on the
data.

[0027] Accordingly, the systems and methods of the pres-
ent disclosure are directed to controlling the operations of
one ground vehicle (e.g., one delivery vehicle) by instruc-
tions of another vehicle, which may be another ground
vehicle or an aerial vehicle (e.g., another delivery vehicle),
for purposes that may include but are not limited to the
delivery of one or more items. In some embodiments, a
primary vehicle (or a first vehicle) and a secondary vehicle
(or a second vehicle) may travel to a location associated with
a destination. The primary vehicle and the secondary vehicle
may be coupled to one another, either physically (e.g., the
secondary vehicle may be carried to the location by the
primary vehicle), or functionally (e.g., the secondary vehicle
may travel alongside or near the primary vehicle, within a
communications range of the primary vehicle, and may
operate subject to one or more instructions received from the
primary vehicle). Alternatively, the primary vehicle and the
secondary vehicle may travel independently to the location.
Upon arriving at the location, the primary vehicle may
transmit one or more instructions for causing the secondary
vehicle to travel on a selected course or at a selected speed,
or to take any other relevant action. The instructions may
include electronic messages or signals of any type or form,
and may instruct (or otherwise program) the secondary
vehicle to travel in any designated manner, such as at a
selected velocity (e.g., a selected course and a selected
speed), at or until a selected time, for a selected duration
(e.g., between selected times), to or through selected loca-
tions or positions, or in any other manner. Additionally, the
instructions may further include electronic messages or
signals that are intended to cause the secondary vehicle to
take any other desired action, or any series of actions, such
as to deploy an item at a predetermined location or position,
to retrieve an item from a predetermined location or posi-
tion, or any other relevant actions.
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[0028] In some embodiments, the primary vehicle may be
a ground vehicle, e.g., an automobile such as a car, a truck,
a van, a tractor, or any other type or form of vehicle, which
may be operated by one or more personnel aboard the
ground vehicle or in other locations. In some embodiments,
the primary vehicle may be an autonomous ground vehicle,
e.g., an autonomous mobile robot, that is outfitted with one
or more sensors, computer devices or systems, or other
components that are programmed or otherwise configured to
capture data regarding surroundings or environments in
which the primary vehicle or a secondary vehicle is oper-
ating, and to select one or more actions to be taken by the
primary vehicle or the secondary vehicle based on the
captured data. In some embodiments, the primary vehicle
may be an aerial vehicle, or an aquatic vehicle, that is either
manned or unmanned and is also programmed or otherwise
configured to capture data regarding surroundings or envi-
ronments in which the primary vehicle or a secondary
vehicle is operating, and to select one or more actions to be
taken by the primary vehicle or the secondary vehicle based
on the captured data.

[0029] In some embodiments, the functions or tasks per-
formed or executed by a “primary vehicle,” as described
herein, may be performed or executed by a remote computer
system in communication with the secondary vehicle that
may be fixed or mobile in nature. For example, where a
secondary vehicle of the present disclosure is configured or
equipped with one or more transceivers for communicating
via one or more wireless networks, the secondary vehicle
may receive one or more sets of instructions from a com-
puter system over such networks. The computer system may
be provided within a vicinity of the secondary vehicle, or in
one or more alternate or virtual locations, e.g., in a “cloud”-
based environment.

[0030] In some embodiments, the secondary vehicle may
be a ground vehicle, e.g., an automobile such as a car, a
truck, a van, a tractor, or any other type or form of vehicle,
which may be programmed or otherwise configured to take
any actions under one or more instructions (e.g., instructions
carried by one or more wireless electronic messages or
signals) received from the primary vehicle.

[0031] Insome embodiments, the primary vehicle may be
outfitted or equipped with a suite of sensors or other equip-
ment for receiving instructions or other information or data
from an external computer device or system, for transmitting
instructions or other information or data to a secondary
vehicle, for selecting velocities (e.g., courses or speeds),
times or durations of operations, or locations or positions to
be traveled to or therethrough by the primary vehicle or the
secondary vehicle, for causing the primary vehicle to travel
at one or more selected velocities, at one or more of such
times, for one or more of such durations, to or therethrough
one or more of such locations or positions, or for taking any
other relevant actions.

[0032] In some embodiments, the secondary vehicle need
not include any of'the sensors of the primary vehicle, or may
include a suite of sensors that omits or lacks one or more of
the sensors of the primary vehicle. For example, in some
embodiments, the secondary vehicle may include one or
more transceivers for communicating with the primary
vehicle, one or more motors for causing the secondary
vehicle to travel on a course (e.g., on a heading or in a
direction) selected by the primary vehicle, and one or more
motors for causing the secondary vehicle to travel at a speed
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selected by the primary vehicle. Alternatively, in some
embodiments, the secondary vehicle may include one or
more sensors, such as position sensors or cameras, that are
configured to capture data regarding positions of the sec-
ondary vehicle or images of surroundings or environments
in which the secondary vehicle is operating. The data
captured by the secondary vehicle may be transmitted to the
primary vehicle, which may process or analyze the captured
data and generate one or more instructions for the secondary
vehicle based at least in part on the captured data before
transmitting one or more of such instructions to the second-
ary vehicle. The sensors carried aboard the secondary
vehicle may include, but are not limited to, one or more
position sensors, speedometers (e.g., electronic or mechani-
cal systems for determining changes in position over time,
including but not limited to systems that operate based on
eddy currents, visual odometry, or other techniques), incli-
nometers, thermometers, accelerometers, gyroscopes, com-
passes or other magnetometers, imaging devices (e.g., digi-
tal cameras), ranging sensors (e.g., radar, sonar or LIDAR
ranging sensors) or acoustic sensors (e.g., microphones,
vibration sensors), or others. The data captured by the
secondary vehicle and returned to a primary vehicle may
include, but is not limited to, images, position data or other
sets of geographic coordinates (e.g., a latitude and a longi-
tude, and, optionally, an elevation), angles, temperatures,
accelerations, velocities, distances or ranges to objects,
magnetic field strengths, images, sounds or others. Sensors
aboard a secondary vehicle may return any type or form of
data to a primary vehicle, and may receive one or more
instructions from the primary vehicle, at any time, speed or
rate, such as in real time or near-real time.

[0033] In some embodiments, a secondary vehicle may
include one or more extensions or appurtenances that are
intended to enhance the visibility of the secondary vehicle,
e.g., to one or more sensors (such as digital cameras)
provided on a primary vehicle. The extensions or appurte-
nances may be mounted to or carried by the secondary
vehicle in a manner that places such extensions or appurte-
nances vertically above a body, a frame or another structure
of the secondary vehicle, thus enabling the secondary
vehicle to be more readily viewed or detected by a primary
vehicle, even as the secondary vehicle travels around or
among one or more objects (e.g., obstructions) having
dimensions that are similar to or larger than those of the
secondary vehicle. In some embodiments, the extensions or
appurtenances may be mounted at substantially fixed heights
above the body, the frame or the other structure of the
secondary vehicle. In some embodiments, however, the
extensions or appurtenances may be mounted at variable
heights above the body, the frame or the other structure of
the secondary vehicle, such as by telescoping or extendible
systems that may be operated by one or more motors,
hydraulic systems, pneumatic systems, or any other prime
movers to place the extensions or appurtenances at such
heights.

[0034] The extensions or appurtenances of the secondary
vehicle may have appearances or other features that are fixed
with respect to an orientation of the secondary vehicle. For
example, such extensions or appurtenances may include a
fiducial having one or more visible markings or surfaces
thereon that remain fixed in their relative position with
respect to the orientation of the secondary vehicle. The
visible markings may include any type or form of bar codes
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(e.g., one-dimensional or two-dimensional bar codes, such
as “QR” codes, or “AprilTags”), alphanumeric characters,
symbols, or the like. The visible markings on a fiducial may
be detected within imaging data captured using one or more
digital cameras provided aboard or in association with a
primary vehicle, and processed to determine positions or
orientations of the visible marking (and, therefore, a position
of the secondary vehicle) in three-dimensional space. The
primary vehicle may then utilize the positions or orientations
of'the secondary vehicle to generate one or more instructions
for controlling the operations of the secondary vehicle, and
transmit such instructions to the secondary vehicle accord-
ingly. Alternatively, in some embodiments, the fiducial may
have an extension having a predetermined shape, e.g., a
triangular prism, that may be fixed with respect to an
orientation of a secondary vehicle. The shape of the fiducial
may be detected and processed to determine positions and/or
orientations of the fiducial and, therefore, the secondary
vehicle, in three-dimensional space.

[0035] Insome embodiments, the primary vehicles and the
secondary vehicles of the present disclosure may be vehicles
having any number of wheels mounted to axles that may be
rotated by any number of motors, with dimensions, masses
or other indicators of size that may be selected on any basis.
For example, in some embodiments, the primary vehicles or
the secondary vehicles may be sized and configured to travel
on roads, sidewalks, crosswalks, bicycle paths, trails or the
like, as well as yards, patios, driveways, sidewalks, walk-
ways or other surfaces, at various times or during various
levels of congestion, and at various speeds, e.g., in response
to one or more computer-based instructions. Where a pri-
mary vehicle is an aerial vehicle, the primary vehicle may
further include one or more propellers coupled to motors
that are aligned to generate forces of thrust and/or lift, as
well as one or more control surfaces such as wings, rudders,
ailerons, elevators, flaps, brakes, slats or other features, that
may be operated within desired ranges. Moreover, in some
embodiments, one or more of the primary vehicle or the
secondary vehicle may be a legged robot, e.g., a quadruped,
a biped, a triped, a hexiped, or any other robot having any
number of legs. For example, a primary vehicle or a sec-
ondary vehicle may have any number of servos or other
systems for causing the robot to move or translate along or
about any axis and in any direction by any number of legs.

[0036] The primary vehicles or the secondary vehicles
may further include one or more components for engaging
with one or more items, e.g., to retrieve or release such
items, as well as cargo bays or storage compartments for
carrying items therein, for maintaining such items at any
desired temperature, pressure or alignment or orientation, or
for protecting such items against the elements, as well as
sensors for determining whether a cargo bay or other storage
compartment is empty or includes one or more items, or for
identifying specific items that are stored therein. The pri-
mary vehicles or the secondary vehicles may further include
one or more display screens (e.g., touchscreen displays,
scanners, keypads) having user interfaces for displaying
information regarding such vehicles or their contents to
humans, or for receiving interactions (e.g., instructions)
from such humans, or other input/output devices for such
purposes. In some embodiments, the primary vehicles or the
secondary vehicles may be programmed or otherwise con-
figured to automatically access one or more predetermined
or specified locations, e.g., to automatically deliver an item
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to a given location or to retrieve items from the given
location, such as by automatically opening doors or other
entry points when authorized accordingly.

[0037] Referring to FIG. 2, a block diagram of compo-
nents of one system 200 for directing secondary vehicles
using primary vehicles in accordance with embodiments of
the present disclosure is shown. The system 200 of FIG. 2
includes a primary vehicle 210, a secondary vehicle (or
personal delivery device) 240, a fulfillment center 270 and
a customer 280 that are connected to one another across a
network 290, which may include the Internet in whole or in
part. Except where otherwise noted, reference numerals
preceded by the number “2” in FIG. 2 refer to elements that
are similar to elements having reference numerals preceded
by the number “1” shown in FIGS. 1A through IN.

[0038] The primary vehicle 210 may be any type or form
of self-powered vehicle capable of being programmed or
otherwise configured for travel between two points along
one or more paths or routes, in the performance of one or
more missions or tasks, based on one or more computer
instructions. In some embodiments, the primary vehicle 210
may be an automobile such as a car, a truck, a van, a tractor,
or any other type or form of vehicle, such as a hovercraft. In
some embodiments, the primary vehicle 210 may be an
aerial vehicle (e.g., a manned or unmanned aerial vehicle,
such as a drone), or an aquatic vehicle (e.g., a boat or a ship).

[0039] Asis shown in FIG. 2, the primary vehicle 210 may
include one or more computer components such as a pro-
cessor 212, a memory 214 and a transceiver 216 in com-
munication with one or more other computer devices that
may be connected to the network 290, in order to transmit
or receive information in the form of digital or analog data,
or for any other purpose. As is also shown in FIG. 2, the
primary vehicle 210 also includes one or more control
systems 220, as well as one or more sensors 222, one or
more power modules 224, one or more navigation modules
226, and one or more user interfaces 228. Additionally, the
primary vehicle 210 may further include one or more motors
230, one or more steering systems 232, one or more item
engagement systems (or devices) 234 and one or more
illuminators 236 (or other feedback devices).

[0040] The processor 212 may be configured to perform
any type or form of computing function associated with the
operation of the primary vehicle 210 or the secondary
vehicle 240, including but not limited to the execution of one
or more algorithms or techniques (e.g., object detection or
recognition algorithms or techniques) associated with one or
more applications, purposes or functions, or to select at least
one of a course, a speed or an altitude for the safe operation
of the primary vehicle 210 or the secondary vehicle 240. For
example, the processor 212 may be configured to control any
aspects of the operation of the primary vehicle 210 and the
one or more computer-based components thereon, including
but not limited to the sensors 222, the power modules 224,
the navigation modules 226 and/or the user interfaces 228,
or the motors 230, the steering systems 232, the item
engagement systems 234 or the illuminators 236, or the
operation of the secondary vehicle 240. For example, the
processor 212 may be configured to determine an optimal
path or route between two locations for the execution of a
given mission or task to be executed by the primary vehicle
210 or the secondary vehicle 240, such as according to one
or more traditional shortest path or shortest route algorithms
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such as Dijkstra’s Algorithm, Bellman-Ford Algorithm,
Floyd-Warshall Algorithm, Johnson’s Algorithm or a hub
labeling technique.

[0041] The processor 212 may also control the operation
of one or more control systems or modules, such as the
control system 220, for generating instructions for conduct-
ing operations of one or more of the sensors 222, the power
modules 224, the navigation modules 226 and/or the user
interfaces 228, or the motors 230, the steering systems 232,
the item engagement systems 234 or the illuminators 236, or
for interpreting information or data captured by one or more
onboard sensors, e.g., the sensors 222 or others (not shown).
Such control systems or modules may be associated with
one or more other computing devices or machines, and may
communicate with the secondary vehicle 240, the fulfillment
center 270, the customer 280, or one or more other computer
devices or delivery vehicles (not shown) over the network
290, through the sending and receiving of digital data.
[0042] The processor 212 may be a uniprocessor system
including one processor, or a multiprocessor system includ-
ing several processors (e.g., two, four, eight, or another
suitable number), and may be capable of executing instruc-
tions. For example, in some embodiments, the processor 212
may be a general-purpose or embedded processor unit such
as a CPU or a GPU having any number of instruction set
architectures (ISAs), such as the x86, PowerPC, SPARC, or
MIPS ISAs, or any other suitable ISA. Where the processor
212 is a multiprocessor system, each of the processors
within the multiprocessor system may operate the same ISA,
or different ISAs.

[0043] Additionally, the primary vehicle 210 further
includes one or more memory or storage components 214
(such as databases or data stores) for storing any type of
information or data, e.g., instructions for operating the
primary vehicle 210 or the secondary vehicle 240, or infor-
mation or data captured during operations of the primary
vehicle 210 or the secondary vehicle 240. For example, the
memory 214 may be configured to store information or data
regarding positions of obstructions, slopes, surface textures,
terrain features, weather conditions, moisture contents or
other conditions in various locations, as well as operating
data, imaging data or any other information or data. The
memory 214 may be configured to store executable instruc-
tions, imaging data, paths or routes, control parameters
and/or other data items accessible by or to the processor 212.
The memory 214 may be implemented using any suitable
memory technology, such as random-access memory (or
“RAM”), static RAM (or “SRAM”), synchronous dynamic
RAM (or “SDRAM”), nonvolatile/Flash-type memory, or
any other type of memory. In some embodiments, program
instructions, imaging data, paths or routes, vehicle control
parameters and/or other data items may be received or sent
via the transceiver 216, e.g., by transmission media or
signals, such as electrical, electromagnetic, or digital sig-
nals, which may be conveyed via a communication medium
such as a wired and/or a wireless link.

[0044] The transceiver 216 may be configured to enable
the primary vehicle 210 to communicate through one or
more wired or wireless means, e.g., wired technologies such
as Universal Serial Bus (or “USB”) or fiber optic cable, or
standard wireless protocols such as Bluetooth® or any Wi-Fi
protocol, e.g., to the secondary vehicle 240 or other systems,
such as over the network 290 or directly. The transceiver 216
may further include or be in communication with one or

Jul. 8, 2021

more input/output (or “I/O”) interfaces, network interfaces
and/or input/output devices, and may be configured to allow
information or data to be exchanged between one or more of
the components of the primary vehicle 210 or the secondary
vehicle 240, or to one or more other computer devices or
systems (e.g., other vehicles, not shown) via the network
290. For example, in some embodiments, the transceiver
216 may be configured to coordinate I/O traffic between the
processor 212 and one or more onboard or external com-
puter devices or components, e.g., the sensors 222, the
power modules 224, the navigation modules 226 and/or the
user interfaces 228, the motors 230, the steering systems
232, the item engagement systems 234 or the illuminators
236. The transceiver 216 may perform any necessary pro-
tocol, timing or other data transformations in order to
convert data signals from a first format suitable for use by
one component into a second format suitable for use by
another component. In some embodiments, the transceiver
216 may include support for devices attached through vari-
ous types of peripheral buses, e.g., variants of the Peripheral
Component Interconnect (PCI) bus standard or the USB
standard. In some other embodiments, functions of the
transceiver 216 may be split into two or more separate
components, or integrated with the processor 212.

[0045] The control system 220 may include one or more
electronic speed controls, power supplies, navigation sys-
tems and/or payload engagement controllers for controlling
aspects of the operation of the primary vehicle 210 or the
secondary vehicle 240, as desired. For example, the control
system 220 may be configured to cause or control the
operation of one or more of the sensors 222, the power
modules 224, the navigation modules 226 and/or the user
interfaces 228, or the motors 230, the steering systems 232,
the item engagement systems 234 or the illuminators 236, or
one or more components of the secondary vehicle 240. For
example, the motors 230 may be configured to rotate pro-
pellers or axles, or to otherwise generate forces of thrust
and/or lift, on the primary vehicle 210. The control system
220 may further control any other aspects of the primary
vehicle 210, including but not limited to the operation of one
or more control surfaces (not shown) such as wings, rudders,
ailerons, elevators, flaps, brakes, slats or other features
within desired ranges, where the primary vehicle 210 is an
aerial vehicle, or the engagement with or release of one or
more items by one or more engagement systems (not
shown). In some embodiments, the control system 220 may
be integrated with one or more of the processor 212, the
memory 214 and/or the transceiver 216.

[0046] The control system 220 may include one or more
software applications or hardware components configured
for controlling or monitoring operations of one or more
components such as the sensors 222, the power module 224,
the navigation module 226, or the user interfaces 228, as
well as the motors 230, the steering systems 232, the item
engagement systems 234 and the illuminators 236, e.g., by
receiving, generating, storing and/or transmitting one or
more computer instructions to such components. In some
embodiments, the control system 220 may include one or
more software applications or hardware components con-
figured for controlling or monitoring operations of similar or
counterpart components of the secondary vehicle 240. The
control system 220 may communicate with the secondary
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vehicle 240, the fulfillment center 270 and/or the customer
280 over the network 290, through the sending and receiving
of digital data.

[0047] The sensor 222 may include any number of sen-
sors, e.g., a suite of such sensors, of any type or form. For
example, the sensor 222 may be a position sensor such as a
Global Positioning System (or “GPS”) receiver in commu-
nication with one or more orbiting satellites or other com-
ponents of a GPS system, or any other device or component
for determining geolocations (e.g., geospatially-referenced
point that precisely defines an exact location in space with
one or more geocodes, such as a set of geographic coordi-
nates, e.g., a latitude and a longitude, and, optionally, an
elevation that may be ascertained from signals (e.g., trilat-
eration data or information) or geographic information sys-
tem (or “GIS”) data), of the primary vehicle 210. Geoloca-
tions of the sensor 222 may be associated with the primary
vehicle 210, where appropriate.

[0048] The sensor 222 may also be an imaging device
including any form of optical recording sensor or device
(e.g., digital cameras, depth sensors or range cameras,
infrared cameras, radiographic cameras or other optical
sensors) that may be configured to photograph or otherwise
capture visual information or data (e.g., still or moving
images in color or black and white that may be captured at
any frame rates, or depth imaging data such as ranges), or
associated audio information or data, or metadata, regarding
objects or activities occurring within a vicinity of the
primary vehicle 210, including but not limited to positions
or orientations of the secondary vehicle 240, or for any other
purpose. For example, the sensor 222 may be configured to
capture or detect reflected light if the reflected light is within
a field of view of the sensor 222, which is defined as a
function of a distance between an imaging sensor and a lens
within the sensor 222, viz., a focal length, as well as a
position of the sensor 222 and an angular orientation of the
lens. Accordingly, where an object appears within a depth of
field, or a distance within the field of view where the clarity
and focus is sufficiently sharp, the sensor 222 may capture
light that is reflected off objects of any kind to a sufficiently
high degree of resolution using one or more sensors thereof,
and store information regarding the reflected light in one or
more data files.

[0049] The sensor 222 may also include manual or auto-
matic features for modifying a field of view or orientation.
For example, the sensor 222 may be a digital camera
configured in a fixed position, or with a fixed focal length
(e.g., fixed-focus lenses) or angular orientation. Alterna-
tively, the sensor 222 may include one or more actuated or
motorized features for adjusting a position of the sensor 222,
or for adjusting either the focal length (e.g., zooming the
imaging device) or the angular orientation (e.g., the roll
angle, the pitch angle or the yaw angle), by causing a change
in the distance between the imaging sensor and the lens (e.g.,
optical zoom lenses or digital zoom lenses), a change in the
location of the sensor 222, or a change in one or more of the
angles defining the angular orientation of the sensor 222.
[0050] For example, the sensor 222 may be an imaging
device that is hard-mounted to a support or mounting that
maintains the imaging device in a fixed configuration or
angle with respect to one, two or three axes. Alternatively,
however, the sensor 222 may be provided with one or more
motors and/or controllers for manually or automatically
operating one or more of the components, or for reorienting
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the axis or direction of the sensor 222, i.e., by panning or
tilting the sensor 222. Panning the sensor 222 may cause a
rotation within a horizontal plane or about a vertical axis
(e.g., a yaw), while tilting the sensor 222 may cause a
rotation within a vertical plane or about a horizontal axis
(e.g., a pitch). Additionally, the sensor 222 may be rolled, or
rotated about its axis of rotation, and within a plane that is
perpendicular to the axis of rotation and substantially par-
allel to a field of view of the sensor 222.

[0051] Imaging data (e.g., still or moving images, as well
as associated audio data or metadata) captured using the
sensor 222 may be processed according to any number of
recognition techniques. In some embodiments, edges, con-
tours, outlines, colors, textures, silhouettes, shapes or other
characteristics of objects, or portions of objects, expressed in
still or moving digital images may be identified using one or
more algorithms or machine-learning tools. The objects or
portions of objects may be stationary or in motion, and may
be identified at single, finite periods of time, or over one or
more periods or durations. Such algorithms or tools may be
directed to recognizing and marking transitions (e.g., the
edges, contours, outlines, colors, textures, silhouettes,
shapes or other characteristics of objects or portions thereof)
within the digital images as closely as possible, and in a
manner that minimizes noise and disruptions, or does not
create false transitions. Some detection algorithms or tech-
niques that may be utilized in order to recognize character-
istics of objects or portions thereof in digital images in
accordance with the present disclosure include, but are not
limited to, Canny edge detectors or algorithms; Sobel opera-
tors, algorithms or filters; Kayyali operators; Roberts edge
detection algorithms; Prewitt operators; Frei-Chen methods;
or any other algorithms or techniques that may be known to
those of ordinary skill in the pertinent arts.

[0052] The sensor 222 may further be or include one or
more compasses, speedometers, altimeters, inclinometers,
thermometers, barometers, hygrometers, gyroscopes, air
monitoring sensors (e.g., oxygen, ozone, hydrogen, carbon
monoxide or carbon dioxide sensors), ozone monitors, pH
sensors, moisture sensors, magnetic anomaly detectors,
metal detectors, radiation sensors (e.g., Geiger counters,
neutron detectors, alpha detectors), accelerometers, ranging
sensors (e.g., radar, sonar or LIDAR ranging sensors) or
sound sensors (e.g., microphones, piezoelectric sensors,
vibration sensors or other transducers for detecting and
recording acoustic energy from one or more directions).
[0053] The sensor 222 may be further configured to cap-
ture, record and/or analyze information or data regarding
positions, velocities, accelerations or orientations of the
primary vehicle 210, or of the secondary vehicle 240, and to
analyze such data or information by one or more means, e.g.,
by aggregating or summing such data or information to form
one or more qualitative or quantitative metrics of the move-
ment of the sensor 222. For example, a net vector indicative
of any and all relevant movements of the primary vehicle
210 or the secondary vehicle 240, including but not limited
to physical positions, velocities, accelerations or orienta-
tions of the sensor 222, may be derived. Additionally,
coeflicients or scalars indicative of the relative movements
of'the primary vehicle 210 or the secondary vehicle 240 may
also be defined.

[0054] Although the sensor 222 is shown as intrinsic to or
onboard the primary vehicle 210, the primary vehicle 210
may utilize one or more sensors that are external to the



US 2021/0209543 Al

primary vehicle 210 in the capture of information or data, or
rely on information or data captured using such sensors, in
accordance with the present disclosure. For example, the
primary vehicle 210 may receive information or data regard-
ing ground conditions at a location that was captured by one
or more sensors at the location. Such external sensors may
have any or all of the features or characteristics of the
sensors 222 disclosed herein.

[0055] The power module 224 may be any type of power
source for providing electrical power, mechanical power or
other forms of power in support of one or more electrical or
mechanical loads aboard the primary vehicle 210. In some
embodiments, the power module 224 may include one or
more batteries or other power cells, e.g., dry cell or wet cell
batteries such as lead-acid batteries, lithium ion batteries,
nickel cadmium batteries or nickel metal hydride batteries,
or any other type, size or form of batteries. The power
module 224 may each have any cell voltages, peak load
currents, charge times, specific energies, internal resistances
or cycle lives, or other power ratings. The power module 224
may also be any type, size or form of other power source,
e.g., other than a battery, including but not limited to one or
more fuel cells, turbines, solar cells or nuclear reactors.
Alternatively, the power module 224 may be another form of
prime mover (e.g., electric, gasoline-powered or any other
type of motor) capable of generating sufficient mechanical
forces for the primary vehicle 210.

[0056] The navigation module 226 may include one or
more software applications or hardware components includ-
ing or having access to information or data regarding aspects
of transportation systems within a given region or space,
including the locations, dimensions, capacities, conditions,
statuses or other attributes of various paths or routes in the
region or space. For example, the navigation module 226
may receive inputs from the sensor 222, e.g., from a GPS
receiver, an imaging device or another sensor, and determine
an optimal direction and/or an optimal speed of the primary
vehicle 210 or the secondary vehicle 240 for travelling on a
given path or route based on such inputs. The navigation
module 226 may select a path or route to be traveled upon
by the primary vehicle 210 or the secondary vehicle 240, and
may provide information or data regarding the selected path
or route to the control system 220.

[0057] The user interface 228 may be configured to
receive and provide information to human users of the
primary vehicle 210 or the secondary vehicle 240 and may
include, but is not limited to, a display, (e.g., a touch-screen
display), a scanner, a keypad, a biometric scanner, an audio
transducer, one or more speakers, one or more imaging
devices such as a video camera, and any other types of input
or output devices that may support interaction between the
primary vehicle 210 or the secondary vehicle 240 and a
human user. In various embodiments, the user interface 228
may include a variety of different features. For example, in
one embodiment, the user interface 228 may include a
relatively small display and/or a keypad for receiving inputs
from human users. In other embodiments, inputs for con-
trolling the operation of the primary vehicle 210 or the
secondary vehicle 240 may be provided remotely. For
example, in order to access a storage compartment of the
primary vehicle or the secondary vehicle 240, a human user
may send a text message to or reply to a text message from
the control system 220 and request that a door or other
access portal be opened in order to enable the user to access
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an item therein. In various implementations, the primary
vehicle 210 or the secondary vehicle 240 may have capa-
bilities for directly receiving such signals from a user device
or other device (e.g., a device inside a user’s residence) that
provides a signal to open the storage compartment door.
[0058] The motor 230 may be any type or form of motor
or engine (e.g., electric, gasoline-powered or any other type
of motor) that is capable of providing sufficient rotational
forces to one or more axles, shafts and/or wheels for causing
the primary vehicle 210 and any items therein to travel in a
desired direction and at a desired speed. In some embodi-
ments, the primary vehicle 210 may include one or more
electric motors having any number of stators, poles and/or
windings, such as an outrunner or an inrunner brushless
direct current (DC) motor, or any other motors, having any
speed rating, power rating or any other rating.

[0059] The steering system 232 may be any system for
controlling a direction of travel of the primary vehicle 210.
The steering system 232 may include any number of auto-
matically operable gears (e.g., racks and pinions), gear
boxes, shafts, shaft assemblies, joints, servos, hydraulic
cylinders, linkages or other features for repositioning one or
more wheels to cause the primary vehicle 210 to travel in a
desired direction. Where the primary vehicle 210 is an aerial
vehicle or an aquatic vehicle, the steering system 232 may
further include one or more control surfaces such as wings,
rudders, ailerons, elevators, flaps, brakes, slats or other
features.

[0060] The item engagement system 234 may be any
mechanical component, e.g., a robotic arm, for engaging an
item or for disengaging the item, as desired. For example,
when the primary vehicle 210 or the secondary vehicle 240
is tasked with delivering items or materials from an origin to
a destination, the item engagement system 234 may be used
to engage the items or materials at the origin and to deposit
the items or materials in a cargo bay or other storage
compartment prior to departing. After the primary vehicle
210 arrives at the destination, the item engagement system
234 may be used to retrieve the items or materials within the
cargo bay or storage compartment, and deposit the items or
materials in a desired location at the destination, including
but not limited to a cargo bay or a storage compartment of
the secondary vehicle 240.

[0061] In some embodiments, the primary vehicle 210
may be programmed or configured to perform one or more
missions or tasks in an integrated manner. For example, the
control system 220 may be programmed to instruct the
primary vehicle 210 to travel to an origin, e.g., the fulfill-
ment center 270, and to begin the performance of a task
there, such as by retrieving an item at the origin using the
item engagement system 234, before proceeding to a desti-
nation, e.g., the customer 280, along a selected route (e.g.,
an optimal route). Along the way, the control system 220
may cause the motor 230 to operate at any predetermined
speed and cause the steering system 232 to orient the
primary vehicle 210 in a predetermined direction or other-
wise as necessary to travel along the selected route, e.g.,
based on information or data received from or stored in the
navigation module 226. The control system 220 may further
cause the sensor 222 to capture information or data (includ-
ing but not limited to imaging data) regarding the primary
vehicle 210 and/or its surroundings or environments along
the selected route. The control system 220 or one or more
other components of the primary vehicle 210 may be pro-
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grammed or configured as necessary in order to execute any
actions associated with a given task, in accordance with the
present disclosure. Likewise, the control system 220 may
also be programmed to execute any actions associated with
a given task for the secondary vehicle 240.

[0062] The illuminator 236 may be any light or light
source that is configured to project light in one or more
directions. For example, in some embodiments, the illumi-
nator 236 may be one or more light-emitting diodes (or
“LED”), liquid crystal displays (or “L.CD”), incandescent
bulbs, compact and/or linear fluorescent bulbs, halogen
lamps, metal halide lamps, neon lamps, sodium lamps or any
other type or form of lights configured to project light at any
frequency, wavelength or intensity. Alternatively, or in addi-
tion to the illuminator 236, the primary vehicle 210 or the
secondary vehicle 240 may include one or more other
feedback devices, including but not limited to components
such as audio speakers or other physical components that
may be automatically controlled or configured to generate
audible messages, signals or sounds, or one or more haptic
vibrating elements that may be automatically controlled or
configured to generate tactile vibrations of any frequency or
intensity.

[0063] Any of the functions or tasks described herein as
being performed or executed by the primary vehicle 210
may be performed or executed by a remote computer system
in communication with one or more secondary vehicles 240.
Such a remote computer system may be fixed or mobile in
nature, and may provide one or more sets of instructions to
the secondary vehicle 240 over one or more networks, e.g.,
the network 290. Such a remote computer system may be
provided within a vicinity of the secondary vehicle 240, or
in one or more alternate or virtual locations, e.g., in a
“cloud”-based environment.

[0064] The secondary vehicle 240 may be any type or
form of vehicle that is configured to perform one or more
tasks or functions, such as a delivery of an item, or to travel
from one location to another location, at the direction of the
primary vehicle 210. For example, in some embodiments,
the secondary vehicle 240 may be an automobile such as a
car, a truck, a van, a tractor, or any other type or form of
vehicle, configured to receive instructions or other informa-
tion or data from the primary vehicle 210 and to execute
such instructions in the performance of the one or more tasks
or functions.

[0065] The control system 242, the transceiver 244, the
motors 246 or the steering systems 248 may include or share
one or more of the properties or features of the control
system 220, the transceiver 216, the motors 230 or the
steering systems 232, respectively described herein, or any
other properties or features.

[0066] Additionally, as is shown in FIG. 2, the secondary
vehicle 240 may further include one or more sensors 250,
e.g., position sensors, speedometers, inclinometers, ther-
mometers, accelerometers, gyroscopes, compasses or other
magnetometers, imaging devices (e.g., digital cameras),
ranging sensors (e.g., radar, sonar or LIDAR ranging sen-
sors) or acoustic sensors (e.g., microphones, vibration sen-
sors), or other components, which may include or share one
or more of the properties or features of the sensors 222 or
such other components of the primary vehicle 210 respec-
tively described herein, or any other properties or features.
[0067] Insome embodiments, a number of the sensors 250
provided aboard the secondary vehicle 240 may be fewer
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than a corresponding number of the sensors 222 provided
aboard the primary vehicle 210. In some embodiments, a
level of quality, complexity, sophistication, technology or
advancement of the sensors 250 provided aboard the sec-
ondary vehicle 240 may be lower than a corresponding level
of quality, complexity, technology or advancement of the
sensors 222 provided aboard the primary vehicle 210. In
some embodiments, the secondary vehicle 240 need not
include any sensors 250 other than any sensors or sensing
equipment that may be required for or associated with the
operation of one or more of the control system 242, the
transceiver 244, the motors 246 or the steering systems 248.
[0068] The fulfillment center 270 may be any facility that
is adapted to receive, store, process and/or distribute items.
As is shown in FIG. 2, the fulfillment center 270 includes a
server 272, a data store 274, and a transceiver 276. The
fulfillment center 270 may also include one or more stations
for receiving, storing and distributing items to customers.
[0069] The server 272 and/or the data store 274 may
operate one or more order processing and/or communication
systems and/or software applications having one or more
user interfaces, or communicate with one or more other
computing devices or machines that may be connected to the
network 290, for transmitting or receiving information in the
form of digital or analog data, or for any other purpose. For
example, the server 272 and/or the data store 274 may also
operate or provide access to one or more reporting systems
for receiving or displaying information or data regarding
orders for items received by a marketplace, and may provide
one or more interfaces for receiving interactions (e.g., text,
numeric entries or selections) from one or more operators,
users, workers or other persons in response to such infor-
mation or data. The server 272, the data store 274 and/or the
transceiver 276 may be components of a general-purpose
device or machine, or a dedicated device or machine that
features any form of input and/or output peripherals such as
scanners, readers, keyboards, keypads, touchscreens or like
devices, and may further operate or provide access to one or
more engines for analyzing the information or data regard-
ing workflow operations, or the interactions received from
the one or more operators, users, workers or persons.
[0070] For example, the server 272 and/or the data store
274 may be configured to determine an optimal path or route
between two locations for the execution of a given mission
or task to be executed by the primary vehicle 210 or the
secondary vehicle 240, such as according to one or more
traditional shortest path or shortest route algorithms such as
Dijkstra’s Algorithm, Bellman-Ford Algorithm, Floyd-War-
shall Algorithm, Johnson’s Algorithm or a hub labeling
technique. Additionally, the server 272 and/or the data store
274 may be configured to control or direct, or to recommend
or suggest, collaboration between or among one or more of
the primary vehicle 210, the secondary vehicle 240 or the
customer 280, in the performance of one or more tasks or in
the execution of one or more functions. For example, the
server 272 and/or the data store 274 may identify appropri-
ate locations or rendezvous points where one or more
humans, vehicles or other machines, e.g., the primary
vehicle 210, the secondary vehicle 240 or the customer 280,
may meet in order to transfer inventory or materials ther-
ebetween, or for any other purpose.

[0071] The transceiver 276 may be configured to enable
the fulfillment center 270 to communicate through one or
more wired or wireless means, e.g., wired technologies such
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as USB or fiber optic cable, or standard wireless protocols
such as Bluetooth® or any Wi-Fi, such as over the network
290 or directly. The transceiver 276 may include or share
one or more of the properties or features of the transceiver
216 described herein, or any other properties or features.
[0072] The fulfillment center 270 may further include one
or more control systems that may generate instructions for
conducting operations at one or more receiving stations,
storage areas and/or distribution stations. Such control sys-
tems may be associated with the server 272, the data store
274 and/or the transceiver 276, or with one or more other
computing devices or machines, and may communicate by
any known wired or wireless means, or with the primary
vehicle 210, the secondary vehicle 240 or the customer 280
over the network 290 through the sending and receiving of
digital data.

[0073] Additionally, the fulfillment center 270 may
include one or more systems or devices (not shown in FIG.
2) for locating or identifying one or more elements therein,
such as cameras or other image recording devices. Further-
more, the fulfillment center 270 may also include one or
more workers or staff members (not shown in FIG. 2), who
may handle or transport items within the fulfillment center
270. Such workers may operate one or more computing
devices or machines for registering the receipt, retrieval,
transportation or storage of items within the fulfillment
center, or a general-purpose device such as a personal digital
assistant, a digital media player, a smartphone, a tablet
computer, a desktop computer or a laptop computer, and
may include any form of input and/or output peripherals
such as scanners, readers, keyboards, keypads, touchscreens
or like devices.

[0074] In some embodiments, the server 272, the data
store 274 and/or the transceiver 276 may be associated with
any type or form of facility, system or station, and need not
be associated with a fulfillment center.

[0075] The customer 280 may be any entity or individual
that wishes to download, purchase, rent, lease, borrow or
otherwise obtain items (which may include goods, products,
services or information of any type or form) from the
fulfillment center 270, e.g., for delivery to a selected desti-
nation by the delivery vehicle 210 or by any other means.
The customer 280 may utilize one or more computing
devices 282 (e.g., a smartphone, a tablet computer, a laptop
computer, a desktop computer, a smart speaker, or comput-
ing devices provided in wristwatches, televisions, set-top
boxes, automobiles or any other appliances or machines), or
any other like machine, that may operate or access one or
more software applications 284, such as a web browser or a
shopping application, and may be connected to or otherwise
communicate with the primary vehicle 210, the secondary
vehicle 240 or the fulfillment center 270 through the net-
work 290 by the transmission and receipt of digital data. The
computing devices 282 may also include one or more
position sensors 286, which may be configured to determine
positions of the computing devices 282, e.g., based on one
or more GPS signals, cellular telephone signals, or signals
received from any other source.

[0076] Although the block diagram of FIG. 2 shows a
primary vehicle 210 as having single boxes for a processor
212, a memory component 214, a transceiver 216, a control
system 220, a sensor 222, a power module 224, a navigation
system 226, a user interface 228, a motor 230, a steering
system 232, an item engagement system 234, an illuminator
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236, and although the block diagram 2 of FIG. 2 shows a
secondary vehicle 240 as having a single box for a control
system 242, a single box for a transceiver 244, a single box
for a motor 246, a single box for a steering system 248 and
a single box for a sensor 250, as well as a single box for a
fulfillment center 270 and a single box for a customer 280,
those of ordinary skill in the pertinent arts will recognize that
the system 200 may include or operate any number or type
of primary vehicles, secondary vehicles, processors,
memory components, transceivers, control systems, sensors,
power modules, navigation systems, user interfaces, motors,
steering systems, sensors, fulfillment centers or customers in
accordance with the present disclosure.

[0077] Any combination of networks or communications
protocols may be utilized in accordance with the systems
and methods of the present disclosure. For example, each of
the primary vehicle 210 and the secondary vehicle 240 may
be configured to communicate with one another or with the
server 272 and/or the computer 282 via the network 290,
such as is shown in FIG. 2, e.g., via an open or standard
protocol such as Wi-Fi. Alternatively, each of the primary
vehicle 210 and the secondary vehicle 240 may be config-
ured to communicate with one another directly outside of a
centralized network, such as the network 290, e.g., by a
wireless protocol such as Bluetooth, in which two or more
of'the primary vehicle 210 or the secondary vehicle 240 may
be paired with one another. In some embodiments, the
primary vehicle 210 and/or the secondary vehicle 240 may
communicate with one another or with one or more external
components or systems via a cellular network, a local area
network (or “LAN”), a wide area network (or “WAN”), or
any other network, including but not limited to a proprietary
network. In some embodiments, the primary vehicle 210
and/or the secondary vehicle 240 may communicate with
one another via software-defined radio systems, components
or networks, e.g., at any selected frequency, bandwidth or
sampling rate.

[0078] The computers, servers, devices and the like
described herein have the necessary electronics, software,
memory, storage, databases, firmware, logic/state machines,
microprocessors, communication links, displays or other
visual or audio user interfaces, printing devices, and any
other input/output interfaces to provide any of the functions
or services described herein and/or achieve the results
described herein. Also, those of ordinary skill in the perti-
nent art will recognize that users of such computers, servers,
devices and the like may operate a keyboard, keypad,
mouse, stylus, touch screen, or other device (not shown) or
method to interact with the computers, servers, devices and
the like, or to “select” an item, link, node, hub or any other
aspect of the present disclosure.

[0079] Those of ordinary skill in the pertinent arts will
understand that process steps described herein as being
performed by a “primary vehicle,” a “secondary vehicle,” a
“fulfillment center,” a “customer,” an “autonomous ground
vehicle” (or “autonomous vehicle”), or like terms, may be
automated steps performed by their respective computer
systems, or implemented within software modules (or com-
puter programs) executed by one or more general purpose
computers. Moreover, process steps described as being
performed by a “delivery vehicle,” a “fulfillment center,” a
“customer,” or an “autonomous vehicle” may be typically
performed by a human operator, but could, alternatively, be
performed by an automated agent.
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[0080] The primary vehicle 210, the secondary vehicle
240, the fulfillment center 270, or the customer 280 may use
any web-enabled or Internet applications or features, or any
other client-server applications or features including elec-
tronic mail (or E-mail), or other messaging techniques, to
connect to the network 290 or to communicate with one
another, such as through short or multimedia messaging
service (SMS or MMS) text messages, social network mes-
sages, online marketplace messages, telephone calls or the
like. For example, the fulfillment center 270 may be adapted
to transmit information or data in the form of synchronous
or asynchronous messages to the primary vehicle 210, the
secondary vehicle 240 and/or the customer 280, or any other
computer device in real time or in near-real time, or in one
or more offline processes, via the network 290 or directly.
Those of ordinary skill in the pertinent art would recognize
that the primary vehicle 210, the secondary vehicle 240, the
fulfillment center 270 or the customer 280, may include or
operate any of a number of computing devices that are
capable of communicating over the network. The protocols
and components for providing communication between such
devices are well known to those skilled in the art of
computer communications and need not be described in
more detail herein.

[0081] The data and/or computer-executable instructions,
programs, firmware, software and the like (also referred to
herein as “computer-executable” components) described
herein may be stored on a computer-readable medium that is
within or accessible by computers, computer components or
control systems utilized by the primary vehicle 210, the
secondary vehicle 240, the fulfillment center 270 or the
customer 280, and having sequences of instructions which,
when executed by a processor (e.g., a central processing
unit, or “CPU”), cause the processor to perform all or a
portion of the functions, services and/or methods described
herein. Such computer-executable instructions, programs,
software and the like may be loaded into the memory of one
or more computers using a drive mechanism associated with
the computer readable medium, such as a floppy drive,
CD-ROM drive, DVD-ROM drive, network interface, or the
like, or via external connections.

[0082] Some embodiments of the systems and methods of
the present disclosure may also be provided as a computer-
executable program product including a non-transitory
machine-readable storage medium having stored thereon
instructions (in compressed or uncompressed form) that may
be used to program a computer (or other electronic device)
to perform processes or methods described herein. The
machine-readable storage medium may include, but is not
limited to, hard drives, floppy diskettes, optical disks, CD-
ROMs, DVDs, ROMs, RAMs, erasable programmable
ROMs (“EPROM”), electrically erasable programmable
ROMs (“EEPROM”), flash memory, magnetic or optical
cards, solid-state memory devices, or other types of media/
machine-readable medium that may be suitable for storing
electronic instructions. Further, embodiments may also be
provided as a computer-executable program product that
includes a transitory machine-readable signal (in com-
pressed or uncompressed form). Examples of machine-
readable signals, whether modulated using a carrier or not,
may include, but are not limited to, signals that a computer
system or machine hosting or running a computer program
can be configured to access, or including signals that may be
downloaded through the Internet or other networks.
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[0083] As is discussed above, in some embodiments, a
primary vehicle may be configured to capture data regarding
surroundings or environments in which the primary vehicle
or a secondary vehicle is operating, and to control the
operation of the secondary vehicle during the performance
of one or more tasks within such surroundings or environ-
ments based on the captured data, even where numbers or
levels of quality, complexity, sophistication, technology or
advancement of sensors or other components provided on
the secondary vehicle are limited.

[0084] Referring to FIG. 3, a flow chart 300 of one process
for directing secondary vehicles using primary vehicles in
accordance with embodiments of the present disclosure is
shown.

[0085] At box 310, a delivery of an item to a facility at a
location is requested. For example, a customer or other user
of an electronic marketplace may visit one or more network
sites or access one or more applications to browse for offered
items or other goods or services, and may request that one
or more items of any type or form be delivered to a facility
(e.g., a home, a building, or another structure) at a desig-
nated location. Alternatively, the customer or other user may
visit a bricks-and-mortar retail establishment to request the
delivery of the item to the facility, or request the delivery of
the item to the facility by telephone or in any other manner.

[0086] At box 320, the item and a secondary vehicle (e.g.,
a personal delivery device) are transported to the location. In
some embodiments, the item and the secondary vehicle may
be transported to the location together. In some other
embodiments, however, the item and the secondary vehicle
may be transported to the location separately. For example,
where one or more primary vehicles or secondary vehicles
are utilized as a service, or where the primary vehicles or
secondary vehicles are not directly affiliated with a fulfill-
ment center, a marketplace or any other source of the item
for which delivery was requested at box 310, the secondary
vehicle may be delivered to the location independent of the
item.

[0087] At box 330, the item is loaded into the secondary
vehicle. For example, the item may be manually or auto-
matically loaded into a cargo bay, a storage compartment, or
another space or portion of the secondary vehicle manually
or automatically, such as by an engagement system of the
secondary vehicle or a primary vehicle, or in any other
manner.

[0088] At box 340, a primary vehicle within the vicinity of
the location transmits one or more instructions to the sec-
ondary vehicle to travel to the facility on a selected course
and at a selected speed. In some embodiments, the primary
vehicle may generate the instructions based on a general
map or other representation of surfaces or conditions at the
location, or based on any other information or data. In some
other embodiments, however, the primary vehicle may cap-
ture data (e.g., images of surroundings or environments)
regarding surfaces or other conditions at the location prior to
generating the instructions or transmitting the instructions to
the secondary vehicle. The secondary vehicle may include
any number of wheels, e.g., one, two, four or six, and may
be instructed to travel on the selected course and at the
selected speed on any number or type of surfaces, including
one or more roads, sidewalks, crosswalks, bicycle paths,
trails or the like, as well as any number of yards, patios,
driveways, sidewalks, walkways or other surfaces.
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[0089] Moreover, in some embodiments, the item and the
secondary vehicle may be transported to the location at box
320 while being carried by the primary vehicle, or coupled
to the primary vehicle. In such embodiments, the item may
be loaded into the secondary vehicle prior to loading the
secondary vehicle into or coupling the secondary vehicle to
the primary vehicle, as the primary vehicle and the second-
ary vehicle are en route to the location, after the primary
vehicle and the secondary vehicle arrive at the location, or
at any other time. Alternatively, the primary vehicle and the
secondary vehicle may travel together to a location, in an
uncoupled state or condition, but within a communication
range of one another, and with the secondary vehicle trav-
eling on courses or speeds selected in response to instruc-
tions received from the primary vehicle.

[0090] At box 350, the primary vehicle captures data
during the travel of the secondary vehicle. For example, the
primary vehicle may be equipped with one or more sensors,
such as digital cameras, position sensors, navigational sen-
sors, inclinometers, ranging sensors, acoustic sensors or
other sensors, and may capture data to determine a status of
the secondary vehicle or the surfaces on which the second-
ary vehicle travels, or the surroundings or environments of
the primary vehicle or the secondary vehicle. The data may
include, but is not limited to, digital images, reflections of
radar or sonar emissions, LIDAR data, RFID data, strengths
of wireless signals emitted by the secondary device and
captured by the primary device, or any other data from
which a position or orientation, or other information or data,
regarding the primary vehicle may be obtained. In some
embodiments, the secondary vehicle may include an exten-
sion or an appurtenance that extends above the secondary
vehicle, in order to increase its visibility or enhance its
chances of detection within data captured by the primary
vehicle. In some embodiments, the secondary vehicle may
also capture data of any type or form using one or more
sensors provided thereon.

[0091] At box 360, the primary vehicle tracks the second-
ary vehicle based on the captured data. For example, where
the data is captured over a period of time, a position and/or
an orientation of the secondary vehicle may be determined
directly and/or by other techniques, e.g., dead reckoning,
based on the data. In some embodiments, such as where the
secondary vehicle includes an extension or an appurtenance
having one or more visual markings thereon, and such visual
markings are fixed in their relative position with respect to
the orientation of the secondary vehicle, the visual markings
may be detected within imaging data or other data captured
by the primary vehicle. In such embodiments, the secondary
vehicle may be identified, and a position and an orientation
of the secondary vehicle may be determined, upon detecting
the visual markings within the imaging data. In some other
embodiments, a secondary vehicle may be detected and
tracked based on data captured by a primary vehicle in any
other manner.

[0092] At box 370, whether a change in the course or the
speed of the secondary vehicle is required is determined,
e.g., based on the data captured by the primary vehicle at box
350, or on any other information or data, including but not
limited to any data captured by the secondary vehicle and
returned to the primary vehicle. For example, the data
captured by the primary vehicle at box 350, or on any other
information or data, may identify one or more obstructions
within a vicinity of the secondary vehicle, or ahead of the
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secondary vehicle on the selected course (e.g., at a constant
bearing from the secondary vehicle, and a decreasing range).
Such obstructions may include fixed or mobile objects, such
as one or more humans, non-human animals or machines.
Alternatively, whether a change in the course or the speed of
the secondary vehicle is required may be determined based
on any other information or data, including but not limited
to information or data obtained from sources other than the
primary vehicle. For example, historic traffic or movement
patterns may indicate that an obstruction that is not currently
within a vicinity of the secondary vehicle may soon be
present at or near the secondary vehicle. The data captured
by the primary vehicle may also be evaluated with respect to
one or more operating conditions or constraints of the
secondary vehicle, e.g., dimensions (e.g., a length, width or
height of the secondary vehicle, or an area or footprint
occupied by the secondary vehicle), masses, traveling
speeds, minimum turn radii, acoustic emissions, or speeds of
the secondary vehicle, or other parameters, and determine
whether a change in course or speed is based on such
conditions or constraints.

[0093] If a change in the course or the speed of the
secondary vehicle is required, the process advances to box
375, where the primary vehicle transmits one or more
instructions for changing the selected course or the selected
speed to the secondary vehicle. Such instructions may
identify a newly selected course or a newly selected speed
for the secondary vehicle or, alternatively or additionally,
identify a location or position to or through which the
secondary vehicle must travel, a time at which a change in
the course and/or the speed must be executed, or a duration
for which the secondary vehicle is to remain on the newly
selected course or the newly selected speed. In some
embodiments, the instructions may identify any other infor-
mation or data regarding operations of the secondary
vehicle, including but not limited to additional actions that
are to be executed by the secondary vehicle during such
operations. The instructions may take any form and may be
transmitted at any time.

[0094] If a change in the course or the speed of the
secondary vehicle is determined not to be required at box
370, or after the primary vehicle has transmitted instructions
to the secondary vehicle for causing such a change at box
375, then the process advances to box 380, where whether
the secondary vehicle has arrived at the facility to which
delivery was requested is determined. The location or posi-
tion of the secondary vehicle may be determined in any
manner, e.g., based on data captured by the primary vehicle
or obtained from another source, and compared to a known
location or position of the facility, which may also be
determined in any manner. For example, the primary vehicle
may instruct the secondary vehicle to travel to a predeter-
mined location or position previously associated with the
facility or, alternatively, the location or position of the
facility may be determined in any other manner, such as
based on data captured by the primary vehicle or obtained
from another source, and the primary vehicle may instruct
the secondary vehicle to travel to the determined location or
position.

[0095] Atbox 380, if the secondary vehicle has not arrived
at the facility, the process returns to box 350, where the
primary vehicle continues to capture data during the travel
of the secondary vehicle, and to box 360, where the primary
vehicle continues to track the secondary vehicle during its
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travel. If the secondary vehicle is determined to have arrived
at the facility, however, then the process advances to box
385, where the secondary vehicle delivers the item at the
facility. For example, where one or more personnel are
available to receive the item at the facility, e.g., where the
delivery is attended, the secondary vehicle may cause or
enable one or more doors, hatches or other coverings of a
cargo bay or storage compartment to be opened, and may
transfer the item to such personnel at the location, e.g., by a
robotic arm or other item engagement system, or enable the
personnel to retrieve the item from the cargo bay or storage
compartment. Where no personnel are available to receive
the item at the facility, e.g., where the delivery is unattended,
the secondary vehicle may release, deposit or otherwise
discharge the item at the facility in any manner.

[0096] At box 390, the primary vehicle transmits one or
more instructions to the secondary vehicle for returning to
the primary vehicle on a selected course and a selected
speed, and the process ends. For example, the primary
vehicle may instruct the secondary vehicle to travel in a
reciprocal fashion (e.g., courses that are one hundred eighty
degrees opposite of the courses traveled to reach the facility,
in a reverse order, and, optionally, at identical speeds).
Alternatively, the secondary vehicle may perform steps or
tasks that are similar to those described above with regard to
boxes 340, 350, 360, 370, 375 and 380, with a goal of
arriving not at the facility but at a location or position of the
primary vehicle, or any other location or position, e.g., a
location or a position associated with a next delivery of
another item.

[0097] As is discussed above, in some embodiments, a
primary vehicle may capture data (e.g., imaging data or
other data) regarding surroundings or environments in which
the primary vehicle or a secondary vehicle (such as a
personal delivery device) operates, and generate instructions
for directing the operations of the secondary vehicle based
on the captured data. For example, a primary vehicle may
transmit to a secondary vehicle, and the secondary vehicle
may execute, one or more instructions identifying a change
in a selected course or a selected speed, a time at which the
secondary vehicle is to execute such changes, a duration for
which the changes are to remain in effect, or a location or
position to or through which the secondary vehicle should
travel on the selected course and at the selected speed.
Referring to FIGS. 4A through 4H, views of aspects of one
system for directing secondary vehicles using primary
vehicles in accordance with embodiments of the present
disclosure are shown. Except where otherwise noted, refer-
ence numerals preceded by the number “4” in FIGS. 4A
through 4H refer to elements that are similar to elements
having reference numerals preceded by the number “2” in
FIG. 2 or by the number “1”” shown in FIGS. 1A through 1N.

[0098] As is shown in FIG. 4A, a primary vehicle 410
includes a plurality of digital cameras 422-1, 422-2, 422-3,
with fields of view extending from a port side, from a
starboard side, or forward of the primary vehicle 410,
respectively, or in any other directions. Alternatively, the
primary vehicle 410 may further include any number of
other sensors (not shown). As is also shown in FIG. 4A, a
secondary vehicle 440 further includes a fiducial 452 on an
upper surface of a body of the secondary vehicle 440 that is
configured to travel in a direction substantially normal to the
upper surface, or in any other direction with respect to the
body.
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[0099] As is further shown in FIG. 4A, the secondary
vehicle 440 is substantially smaller than the primary vehicle
410, such that each of a length, a width or a height of the
secondary vehicle 440 is smaller than a length, a width, a
height of the primary vehicle 410. Alternatively, in some
other embodiments, the primary vehicle 410 and the sec-
ondary vehicle 440 may have the same dimensions or
similar dimensions. In some embodiments, the primary
vehicle 410 may transport or carry the secondary vehicle
440, or be coupled to the secondary vehicle 440, e.g., in a
chain. Alternatively, the primary vehicle 410 and the sec-
ondary vehicle 440 may be configured to travel in a discon-
nected state, or independently from one another.

[0100] As is shown in FIG. 4B, the fiducial 452 is shown
in a fully extended state. The fiducial 452 includes an
extension 454 and a telescoping base 456. The extension 454
is a three-dimensional object with a discrete shape, e.g., a
cube or other rectangular solid, and a plurality of visible
markings M;, M,, M;, M, disposed on outer surfaces of the
extension 454. The visible markings M,, M,, M;, M, may
take the form of bar codes (e.g., one-dimensional or two-
dimensional bar codes, such as “QR” codes, or “AprilT-
ags”), alphanumeric characters, symbols, markings, or the
like. Additionally, the telescoping base 456 may include one
or more motors, hydraulic systems, pneumatic systems, or
any other prime movers for placing the extension 454 at a
desired height. For example, a height of the extension 454
may be selected based on a height of the secondary vehicle
440, a height of any objects that are known or expected to
be within a vicinity of the secondary vehicle 440, in order to
increase a likelihood that the extension 454 may be detected
within data captured by the primary vehicle 410, e.g.,
images captured using one or more of the digital cameras
422-1,422-2, 422-3. Moreover, while the extension 454 may
be raised or lowered in a direction normal to an upper
surface of the body of the secondary vehicle 440, the
extension 454 has a fixed orientation with respect to an
orientation of the secondary vehicle 440. Therefore, upon
detecting the extension 454 within one or more images
captured using the digital cameras 422-1, 422-2, 422-3, and
recognizing one or more of the markings M;, M,, M;, M,
depicted therein, a position and/or an orientation of the
secondary vehicle 440 may be determined based on the
appearance of such visible markings within such images.

[0101] As is shown in FIG. 4C, the primary vehicle 410
may capture data using the cameras 422-1, 422-2, 422-3 or
any other sensors, and detect the secondary vehicle 440
(e.g., the extension 454 of the fiducial 452) based on the
data, before generating and transmitting one or more sets of
instructions for causing the secondary vehicle 440 to travel
to a delivery area A, at the destination 485 based on the data
over a period of time including times t,, t;, t,, t5, t,. The
primary vehicle 410 may capture the data using the cameras
422-1, 422-2, 422-3 or any other sensors while the primary
vehicle 410 is fixed in position or in motion over the period
of time from time t,, to time t,, or prior to or after this period
of time. In some embodiments, the primary vehicle 410 may
also receive data captured by one or more sensors provided
aboard the secondary vehicle 440 (not shown) while the
primary vehicle 410 is fixed in position or in motion over the
period of time from time t,, to time t,, or prior to or after this
period of time, and utilize data captured using such sensors
in generating and transmitting one or more sets of instruc-
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tions for causing the secondary vehicle 440 to travel to the
delivery area A, take any other actions.

[0102] For example, as is shown in FIG. 4D, the primary
vehicle 410 captures an image 455-0 at the time t,, and
processes the image 455-0 to detect the extension 454 of the
fiducial 452 depicted therein. By detecting the marking M,
viz., a two-dimensional bar code, on one face of the exten-
sion 454, and the marking M, viz., an emoji, on another face
of the extension 454, within the image 455-0, the primary
vehicle 410 may determine an orientation of the extension
454 at the time t, based on the image 455-0. Because the
orientation of the extension 454 is fixed with respect to the
orientation of the secondary vehicle 440, the primary vehicle
410 may also determine a position P, and a heading H, (or
orientation) of the secondary vehicle 440 at the time t, based
on the image 455-0, such as where a position of the primary
vehicle 410 at the time t, is known.

[0103] Upon determining the position P, and the heading
H, of the secondary vehicle 440 at the time t,, the primary
vehicle 410 may select one or more instructions for causing
the secondary vehicle 440 to travel to the delivery area A,.
For example, as is shown in FIG. 4D, the instructions may
call for the secondary vehicle 440 to travel on a selected
course and at a selected speed for a duration before execut-
ing a change in course.

[0104] Similarly, as is shown in FIG. 4E, the primary
vehicle 410 captures an image 455-1 at the time t,, and
processes the image 455-1 to detect the extension 454 of the
fiducial 452 depicted therein. By detecting the marking M,
on one face of the extension 454, and the marking M,,, viz.,
an arrow, on another face of the extension 454, within the
image 455-1, the primary vehicle 410 may determine an
orientation of the extension 454 at the time t, based on the
image 455-1. Because the orientation of the extension 454 is
fixed with respect to the orientation of the secondary vehicle
440, the primary vehicle 410 may also determine a position
P, and a heading H, (or orientation) of the secondary vehicle
440 at the time t;, based on the image 455-1, such as where
a position of the primary vehicle 410 at the time t, is known.
[0105] Upon determining the position P, and the heading
H, of the secondary vehicle 440 at the time t,, the primary
vehicle 410 may select one or more instructions for causing
the secondary vehicle 440 to travel to the delivery area A,.
As is shown in FIG. 4E, the instructions may call for the
secondary vehicle 440 to remain on the selected course and
on the selected speed.

[0106] As is shown in FIG. 4F, the primary vehicle 410
captures an image 455-2 at the time t,, and processes the
image 455-2 to detect the extension 454 of the fiducial 452
depicted therein. By detecting the marking M; on one face
of the extension 454, and the marking M,, on another face of
the extension 454, within the image 455-2, the primary
vehicle 410 may determine an orientation of the extension
454 at the time t, based on the image 455-2. Because the
orientation of the extension 454 is fixed with respect to the
orientation of the secondary vehicle 440, the primary vehicle
410 may also determine a position P, and a heading H, (or
orientation) of the secondary vehicle 440 at the time t, based
on the image 455-2, such as where a position of the primary
vehicle 410 at the time t, is known.

[0107] Upon determining the position P, and the heading
H, of the secondary vehicle 440 at the time t,, the primary
vehicle 410 may select one or more instructions for causing
the secondary vehicle 440 to travel to the delivery area A,.
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As is shown in FIG. 4F, the instructions call for the sec-
ondary vehicle 440 to execute a change in the selected
course at a future time, and to remain at the selected speed.
[0108] As is shown in FIG. 4G, the primary vehicle 410
captures an image 455-3 at the time t;, and processes the
image 455-3 to detect the extension 454 of the fiducial 452
depicted therein. By detecting the marking M, on one face
of the extension 454, and the marking M; on another face of
the extension 454, within the image 455-3, the primary
vehicle 410 may determine an orientation of the extension
454 at the time t; based on the image 455-3. Because the
orientation of the extension 454 is fixed with respect to the
orientation of the secondary vehicle 440, the primary vehicle
410 may also determine a position P; and a heading H; (or
orientation) of the secondary vehicle 440 at the time t; based
on the image 455-3, such as where a position of the primary
vehicle 410 at the time t; is known.

[0109] Upon determining the position P; and the heading
H; of the secondary vehicle 440 at the time t;, the primary
vehicle 410 may select one or more instructions for causing
the secondary vehicle 440 to travel to the delivery area A,.
As is shown in FIG. 4G, the instructions call for the
secondary vehicle 440 to execute a change in the selected
course and the selected speed (e.g., to slow the secondary
vehicle 440) at a future time.

[0110] Finally, as is shown in FIG. 4H, the primary vehicle
410 captures an image 455-4 at the time t,,, and processes the
image 455-4 to detect the extension 454 of the fiducial 452
depicted therein. By detecting the marking M; on one face
of the extension 454, and the marking M, on another face of
the extension 454, within the image 455-4, the primary
vehicle 410 may determine an orientation of the extension
454 at the time t, based on the image 455-4. Because the
orientation of the extension 454 is fixed with respect to the
orientation of the secondary vehicle 440, the primary vehicle
410 may also determine a position P, and a heading H, (or
orientation) of the secondary vehicle 440 at the time t, based
on the image 455-4, such as where a position of the primary
vehicle 410 at the time t, is known.

[0111] Upon determining the position P, and the heading
H, of the secondary vehicle 440 at the time t,, the primary
vehicle 410 may select one or more instructions for causing
the secondary vehicle 440 to travel to the delivery area A,.
As is shown in FIG. 4H, the secondary vehicle 440 is at or
near the delivery area A,, and the instructions call for the
secondary vehicle 440 to stop and deliver the parcel. Sub-
sequently, the primary vehicle 410 may select one or more
instructions for causing the secondary vehicle 440 to travel
to a location or position of the primary vehicle 410, or to any
other location, as desired.

[0112] As is also discussed above, a primary vehicle that
directs the operations of a secondary vehicle such as a
personal delivery device may be an aerial vehicle, or an
aquatic vehicle. Referring to FIGS. 5A and 5B, views of
aspects of one system for directing secondary vehicles using
primary vehicles in accordance with embodiments of the
present disclosure are shown. Except where otherwise noted,
reference numerals preceded by the number “5” in FIGS. 5A
and 5B refer to elements that are similar to elements having
reference numerals preceded by the number “4” in FIGS. 4A
through 4H, by the number “2” in FIG. 2 or by the number
“1” shown in FIGS. 1A through 1N.

[0113] As is shown in FIG. 5A, a primary vehicle 510 is
an aerial vehicle engaged in airborne operations, with an
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imaging device 522 or other sensor having a field of view
aligned substantially downward and configured to capture
imaging data or other data from below a body of the primary
vehicle 510. Additionally, the primary vehicle 510 is con-
figured for wireless communication with a secondary
vehicle 540 having a fiducial 552 with an extension 554 at
a distal end of a telescoping base 556 that may place the
extension 554 of the fiducial 552 at any desired height, e.g.,
by one or more motors, hydraulic systems, pneumatic sys-
tems, or any other prime movers.

[0114] As is shown in FIG. 5B, the primary vehicle 510
flies overhead as the secondary vehicle 540 travels along one
or more ground surfaces to a delivery area A, associated
with a destination 585. The primary vehicle 510 may pro-
vide one or more sets of instructions for causing the sec-
ondary vehicle 540 to travel at any selected courses or
speeds, and may capture imaging data or other data regard-
ing the secondary vehicle 540 while flying overhead, e.g.,
using the imaging device 522. The primary vehicle 510 may
process the imaging data or other data to recognize the
extension 554 of the fiducial 552 or other aspects of the
secondary vehicle 540, or any obstructions 560-1, 560-2
depicted or otherwise represented therein, and to determine
positions or orientations of the secondary vehicle 540 or
such obstructions 560-1, 560-2. Subsequently, the primary
vehicle 510 may generate one or more additional sets of
instructions for directing the operations of the secondary
vehicle 540, and transmit such instructions to the secondary
vehicle 540. The primary vehicle 510 may further determine
whether any of the sets of instructions provided to the
secondary vehicle 540 were executed or not executed, and
also confirm that a delivery to the delivery area A5 was
properly made, or take any other actions.

[0115] Alternatively, those of ordinary skill in the perti-
nent arts will recognize that a primary vehicle may be an
aquatic vehicle, e.g., a seagoing vessel that may generate
and transmit one or more instructions regarding operations
of a secondary vehicle based on any data captured or
received and interpreted by the primary vehicle.

[0116] As is further discussed above, a secondary vehicle,
such as a personal delivery device, may be outfitted with one
or more sensors (e.g., imaging devices, position sensors, or
others) that may capture data as the secondary vehicle
travels under the direction of a primary vehicle. The sec-
ondary vehicle may return the captured data (e.g., images,
coordinates or other data) to the primary vehicle, which may
process or analyze the captured data and generate one or
more instructions for operating the secondary vehicle based
on the captured data. Referring to FIGS. 6A and 6B, a flow
chart 600 of one process for directing secondary vehicles
using primary vehicles in accordance with embodiments of
the present disclosure is shown.

[0117] At box 610, a delivery of an item to a facility at a
location is requested, e.g., via a browser or a shopping
application associated with an electronic marketplace, by
telephone or in person, or in any other manner. At box 615,
the item and a secondary vehicle (e.g., a personal delivery
device) equipped with a sensor (e.g., an imaging device, a
position sensor, or others) are loaded into a primary vehicle.
For example, the item may be manually or automatically
loaded into the primary vehicle in any manner, and the
secondary vehicle may be lifted, carried, rolled or otherwise
transported into the primary vehicle, such as is shown in
FIG. 1A. Alternatively, the secondary vehicle may be
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coupled to the primary vehicle in any manner, e.g., in a chain
of ground vehicles including the primary vehicle and the
secondary vehicle, or, where the primary vehicle is an aerial
vehicle, to one or more surfaces of an underside or other
surface of the aerial vehicle. The item may be transported or
carried in one or more cargo bays or other compartments of
the primary vehicle or the secondary vehicle.

[0118] At box 620, the primary vehicle transports the
secondary vehicle and the item to the location, e.g., on one
or more ground surfaces, or by air, along one or more paths
or routes. At box 630, the item is loaded into the secondary
vehicle, either manually or automatically, such as by an
engagement system of the secondary vehicle or the primary
vehicle, or in any other manner.

[0119] At box 635, the primary vehicle programs the
secondary vehicle with one or more instructions to travel on
a selected course and at a selected speed. The instructions
may be generated based on previously available informa-
tion, e.g., a general map or other representation of surfaces
or conditions at the location, or based on any other infor-
mation or data, including but not limited to data (e.g., images
of surroundings or environments) captured by the primary
vehicle upon arriving at the location.

[0120] At box 640, the secondary vehicle departs from the
primary vehicle on the selected course and at the selected
speed, e.g., by causing one or more motors to rotate wheels
at the selected speeds, and by causing a steering system to
place the secondary vehicle on the selected course. At box
650, the secondary vehicle captures data regarding condi-
tions of the surroundings in which the secondary vehicle
travels. For example, the secondary vehicle sensor may be a
digital camera, a position sensor, an accelerometer, a gyro-
scope, a compass, an inclinometer, a ranging sensor, or an
acoustic sensor, or any other sensors, such as two or more of
such sensors, and the data may be digital images, reflections
of radar or sonar emissions, LIDAR data, RFID data, or any
other data.

[0121] At box 655, the secondary vehicle transmits the
captured data to the primary vehicle, e.g., over one or more
wireless networks. At box 660, the primary vehicle analyzes
the captured data received from the secondary vehicle. For
example, the primary vehicle may process the data to detect
and identify objects that may be present within a vicinity of
the secondary vehicle, to determine locations of such
objects, or any natural or artificial obstructions or features
along a path or route of the secondary vehicle or nearby, as
well as to identify one or more slopes, surface textures,
terrain features, weather conditions, moisture contents or the
like on surfaces that may be located forward of or near the
secondary vehicle. In some embodiments, the primary
vehicle may use the captured data to construct a profile of
the surroundings or the environment in which the secondary
vehicle operates. For example, the primary vehicle may
generate or update such a profile to include elevations or
contours of grounds, locations of natural or artificial
obstructions or features (e.g., trees, people, vehicles), or to
define safe ranges or distances around such obstructions or
features. The profile may further include information or data
describing or characterizing such grounds, e.g., by dimen-
sions or locations of the obstructions or features, or with
classifications or characterizations of the obstructions or
features, such as types of materials from which the surfaces
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are formed (e.g., cement, concrete, dirt, grass, gravel, mud,
pavement, or the like), or conditions of the surfaces (e.g.,
dry, icy, moist, snowy, wet).

[0122] At box 670, whether a change in the course or the
speed of the secondary vehicle is required is determined
based on the data captured by the secondary vehicle, alone
or in combination with any other data. For example, based
on locations of any natural or artificial obstructions or
features identified from the captured data, a profile generated
based on the captured data, or any other information,
whether the secondary vehicle must turn, slow down or
speed up to either avoid any obstructions or features, or to
travel to a predetermined location or position, may be
determined. If a change in the course or the speed of the
secondary vehicle is required, then the process advances to
box 675, where the primary vehicle programs the secondary
vehicle with instructions to travel on a newly selected course
or at a newly selected speed. For example, the primary
vehicle may transmit to the secondary vehicle, and the
secondary vehicle may execute, one or more instructions
identifying a change in the selected course or the selected
speed, a time at which the secondary vehicle is to execute the
change, a duration for which the change is to remain in
effect, or a location or position to or through which the
secondary vehicle should travel.

[0123] If no change in the course or the speed of the
secondary vehicle is required, or after the secondary vehicle
has been programmed with instructions to travel on the
newly selected course or at the newly selected speed, the
process to box 680, where whether the secondary vehicle has
arrived at the facility is determined. For example, the
primary vehicle may determine a location or position of the
secondary vehicle based on data captured by the secondary
vehicle or any other data, and compare the location or
position of the secondary vehicle to a known location or
position of the facility, which may also be determined in any
manner.

[0124] If the secondary vehicle has not yet arrived at the
facility, then the process advances to box 650, where the
secondary vehicle captures additional data regarding condi-
tions of its surroundings, and to box 655, where the sec-
ondary vehicle transmits the captured data to the primary
vehicle.

[0125] If the secondary vehicle has arrived at the facility,
however, then the process advances to box 685, where the
secondary vehicle delivers the item at the facility, e.g., by an
attended delivery in which a person at the facility is given or
is permitted to retrieve the item from the secondary vehicle,
or by an unattended delivery in which the item is automati-
cally released, deposited or otherwise discharged at the
facility.

[0126] At box 690, the primary vehicle programs the
secondary vehicle with instructions to return to the primary
vehicle or, alternatively, to another location, and the process
ends. Such instructions may cause the secondary vehicle to
travel to the primary vehicle along reciprocal paths or a
reciprocal route, or along any other route, and at any desired
speed. Alternatively, the secondary vehicle and the primary
vehicle may perform steps or tasks that are similar to those
described above with regard to boxes 640, 650, 655, 660,
670, 675 and 680, with a goal of arriving not at the facility
but at a location or position of the primary vehicle, or any
other location or position, e.g., a location or a position
associated with a next delivery of another item.
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[0127] As is discussed above, a primary vehicle may be
functionally or physically coupled to any number of per-
sonal delivery devices or other secondary vehicles, e.g., in a
chain, and transported to a location where one or more tasks
or functions are to be performed by the secondary vehicles.
The primary vehicle may instruct one or more of the
secondary vehicles to travel at one or more selected courses
or selected speeds while performing the one or more tasks or
functions. Referring to FIGS. 7A through 7D, views of
aspects of one system for directing secondary vehicles using
primary vehicles in accordance with embodiments of the
present disclosure are shown. Except where otherwise noted,
reference numerals preceded by the number “7” in FIGS. 7A
through 7D refer to elements that are similar to elements
having reference numerals preceded by the number “5” in
FIGS. 5A and 5B, by the number “4” in FIGS. 4A through
4H, by the number “2” in FIG. 2 or by the number “1” shown
in FIGS. 1A through 1N.

[0128] Asis shown in FIGS. 7A and 7B, a primary vehicle
710 and a plurality of secondary vehicles 740-1, 740-2,
740-3, 740-4 (e.g., a detachment, a fleet, a platoon) travel as
a unit down a roadway, a street, or another area that is sized
or configured to accommodate the vehicles. The primary
vehicle 710 is a mobile robot having a plurality of digital
cameras 722-1, 722-2, 722-3, with fields of view extending
from a port side, from a starboard side, and forward of the
primary vehicle 710, respectively, or in any other directions.
Alternatively, the primary vehicle 710 may further include
any number of other sensors (not shown). As is shown in
FIGS. 7A and 7B, the secondary vehicles 740-1, 740-4 are
wheeled robots, and the secondary vehicles 740-2, 740-3 are
legged robots (e.g., quadruped robots). As is also shown in
FIG. 7B, each of the secondary vehicles 740-1, 740-2,
740-3, 740-4 includes a fiducial (or appurtenance) 752-1,
752-2, 752-3, 752-4 having an extension 754-1, 754-2,
754-3, 754-4 on a distal end thereof.

[0129] As is shown in FIGS. 7A and 7B, the secondary
vehicles 740-1, 740-2, 740-3, 740-4 travel within a commu-
nications range of the primary vehicle 710, e.g., in a for-
mation or arrangement, and exchange data or instructions
therebetween at any rate or frequency. For example, the
primary vehicle 710 may capture data regarding the sur-
roundings or the environments in which the primary vehicle
710 or the secondary vehicles 740-1, 740-2, 740-3, 740-4 are
operating, and generate and transmit instructions to the
respective secondary vehicles 740-1, 740-2, 740-3, 740-4
for traveling at selected courses and speeds, e.g., in parallel
and at equal speeds, or on other courses or at other speeds.
Alternatively, in some embodiments, the primary vehicle
710 may receive data regarding the surroundings or the
environments in which the primary vehicle 710 or the
secondary vehicles 740-1, 740-2, 740-3, 740-4 are operat-
ing, e.g., from one or more of the secondary vehicles 740-1,
740-2, 740-3, 740-4, and may generate and transmit instruc-
tions to the respective secondary vehicles 740-1, 740-2,
740-3, 740-4 based on the data received from the one or
more of the secondary vehicles 740-1, 740-2, 740-3.

[0130] Alternatively, in some embodiments, the primary
vehicle 710 may be physically coupled to one or more of the
secondary vehicles 740-1, 740-2, 740-3, 740-4, or may
physically transport or carry one or more of the secondary
vehicles 740-1, 740-2, 740-3, 740-4 to a given location. For
example, in some embodiments, the primary vehicle 710 and
the secondary vehicles 740-1, 740-2, 740-3, 740-4 may be
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configured for travel under their own respective power or,
alternatively, with one or more of such vehicles providing a
motive force for each of the respective vehicles, e.g., by
towing or pushing.

[0131] Although FIG. 7A shows a single primary vehicle
710 and four secondary vehicles 740-1, 740-2, 740-3, 740-4
that are in communication with and operating under instruc-
tions received from the primary vehicle 710, any number of
primary vehicles or secondary vehicles may be functionally
or physically coupled to one another in accordance with the
present disclosure, and such vehicles may include any
number of sensors or other components, including or in
addition to digital cameras.

[0132] Asis shown in FIGS. 7C and 7D, when the primary
vehicle 710 and the secondary vehicles 740-1, 740-2, 740-3,
740-4 arrive at or near one or more destinations for the
performance of one or more tasks or functions, the primary
vehicle 710 may generate and transmit one or more sets of
instructions for causing one or more of the secondary
vehicles 740-1, 740-2 to break away from the primary
vehicle 710 and the secondary vehicles 740-3, 740-4, and to
travel on selected courses and at selected speeds. Moreover,
the primary vehicle 710 may further capture information or
data using the imaging devices 722-1, 722-2, 722-3 or other
sensors (not shown), or receive information or data from any
sensors provided aboard the secondary vehicles 740-1, 740-
2, 740-3, 740-4 or in any other location, and process the
captured or received information or data to generate subse-
quent sets of instructions for directing the operations of each
of the secondary vehicles 740-1, 740-2, 740-3, 740-4. Upon
completing one or more missions, e.g., deliveries of items to
destinations, the primary vehicle 710 may generate and
transmit one or more sets of instructions to the secondary
vehicles 740-1, 740-2, including but not limited to sets of
instructions for causing the secondary vehicles 740-1, 740-2
to return to locations or positions within a vicinity of the
primary vehicle 710, e.g., in formation with the secondary
vehicles 740-3, 740-4 or elsewhere, or to travel to another
location or position, e.g., to perform one or more subsequent
tasks or functions.

[0133] Although some of the embodiments of the present
disclosure depict the use of vehicles, e.g., primary vehicles
and secondary vehicles, for deliveries of items to destina-
tions, those of ordinary skill in the pertinent arts will
recognize that the systems and methods of the present
disclosure are not so limited. Rather, primary vehicles may
be configured to direct the operations of personal delivery
devices or other secondary vehicles for any purpose, e.g.,
during the performance of any type of mission and are not
limited to deliveries of items. Moreover, although some of
the embodiments of the present disclosure depict primary
vehicles or secondary vehicles that are small in size, those
of ordinary skill in the pertinent arts will recognize that the
systems and methods of the present disclosure are not so
limited. Rather, primary vehicles or secondary vehicles may
be of any size or shape, and may be configured or outfitted
with components or features that enable such vehicles to
capture information or data, to generate one or more sets of
instructions, or to communicate with any extrinsic computer
devices or systems in accordance with the present disclo-
sure.

[0134] It should be understood that, unless otherwise
explicitly or implicitly indicated herein, any of the features,
characteristics, alternatives or modifications described
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regarding a particular embodiment herein may also be
applied, used, or incorporated with any other embodiment
described herein, and that the drawings and detailed descrip-
tion of the present disclosure are intended to cover all
modifications, equivalents and alternatives to the various
embodiments as defined by the appended claims. Moreover,
with respect to the one or more methods or processes of the
present disclosure described herein, including but not lim-
ited to the flow charts shown in FIG. 3 or 6, orders in which
such methods or processes are presented are not intended to
be construed as any limitation on the claimed inventions,
and any number of the method or process steps or boxes
described herein can be combined in any order and/or in
parallel to implement the methods or processes described
herein. Additionally, it should be appreciated that the
detailed description is set forth with reference to the accom-
panying drawings, which are not drawn to scale. In the
drawings, the use of the same or similar reference numbers
in different figures indicates the same or similar items or
features. Except where otherwise noted, left-most digit(s) of
a reference number identify a figure in which the reference
number first appears, while two right-most digits of a
reference number in a figure indicate a component or a
feature that is similar to components or features having
reference numbers with the same two right-most digits in
other figures.

[0135] Conditional language, such as, among others,
“can,” “could,” “might,” or “may,” unless specifically stated
otherwise, or otherwise understood within the context as
used, is generally intended to convey in a permissive manner
that certain embodiments could include, or have the poten-
tial to include, but do not mandate or require, certain
features, elements and/or steps. In a similar manner, terms
such as “include,” “including” and “includes” are generally
intended to mean “including, but not limited to.” Thus, such
conditional language is not generally intended to imply that
features, elements and/or steps are in any way required for
one or more embodiments or that one or more embodiments
necessarily include logic for deciding, with or without user
input or prompting, whether these features, elements and/or
steps are included or are to be performed in any particular
embodiment.

[0136] The elements of a method, process, or algorithm
described in connection with the embodiments disclosed
herein can be embodied directly in hardware, in a software
module stored in one or more memory devices and executed
by one or more processors, or in a combination of the two.
A software module can reside in RAM, flash memory, ROM,
EPROM, EEPROM, registers, a hard disk, a removable disk,
a CD-ROM, a DVD-ROM or any other form of non-
transitory computer-readable storage medium, media, or
physical computer storage known in the art. An example
storage medium can be coupled to the processor such that
the processor can read information from, and write infor-
mation to, the storage medium. In the alternative, the storage
medium can be integral to the processor. The storage
medium can be volatile or nonvolatile. The processor and
the storage medium can reside in an ASIC. The ASIC can
reside in a user terminal. In the alternative, the processor and
the storage medium can reside as discrete components in a
user terminal.

[0137] Disjunctive language such as the phrase “at least
one of X, Y, or Z,” or “at least one of X, Y and Z,” unless
specifically stated otherwise, is otherwise understood with
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the context as used in general to present that an item, term,
etc., may be either X, Y, or Z, or any combination thereof
(e.g., X, Y, and/or 7). Thus, such disjunctive language is not
generally intended to, and should not, imply that certain
embodiments require at least one of X, at least one of Y, or
at least one of Z to each be present.

[0138] Unless otherwise explicitly stated, articles such as

[Tt}

a” or “an” should generally be interpreted to include one or
more described items. Accordingly, phrases such as “a
device configured to” are intended to include one or more
recited devices. Such one or more recited devices can also
be collectively configured to carry out the stated recitations.
For example, “a processor configured to carry out recitations
A, B and C” can include a first processor configured to carry
out recitation A working in conjunction with a second
processor configured to carry out recitations B and C.
[0139] Language of degree used herein, such as the terms
“about,” “approximately,” “generally,” “nearly” or “substan-
tially” as used herein, represent a value, amount, or char-
acteristic close to the stated value, amount, or characteristic
that still performs a desired function or achieves a desired
result. For example, the terms “about,” “approximately,”
“generally,” “nearly” or “substantially” may refer to an
amount that is within less than 10% of, within less than 5%
of, within less than 1% of, within less than 0.1% of, and
within less than 0.01% of the stated amount.

[0140] Although the invention has been described and
illustrated with respect to illustrative embodiments thereof,
the foregoing and various other additions and omissions may
be made therein and thereto without departing from the spirit
and scope of the present disclosure.

What is claimed is:

1. A system comprising:

a first ground vehicle comprising a first body, a first
processor unit disposed within the first body, a first
motor disposed within the first body, a first digital
camera having a field of view extending from at least
a first surface of the first body, and a first transceiver
disposed within the first body; and

a second ground vehicle comprising a second body, a
second processor unit disposed within the second body,
a second motor disposed within the second body, a
second transceiver disposed within the first body, a
fiducial extending from a second surface of the second
body, and a storage compartment within the second
body,

wherein the first processor unit is programmed with one

or more sets of instructions that, when executed, cause

the first ground vehicle to perform a method compris-

ing:

generating a first set of instructions for causing the
second vehicle to travel on a first course and at a first
speed;

transmitting, by the first transceiver, the first set of
instructions to the second transceiver;

capturing first imaging data by the first digital camera
at a first time;

detecting at least a portion of the fiducial within the first
imaging data;

determining a position of the second vehicle and an
orientation of the second vehicle at the first time
based at least in part on the portion of the fiducial
detected within the first imaging data;
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generating a second set of instructions for causing the
second vehicle to travel on at least one of a second
course or at a second speed; and
transmitting, by the first transceiver, the second set of
instructions to the second transceiver at a second
time, wherein the second time follows the first time.
2. The system of claim 1, wherein detecting at least the
portion of the fiducial within the first imaging data com-
prises:
detecting an obstruction within the first imaging data; and
determining a position of the obstruction at the first time
based at least in part on the first imaging data,
wherein the second set of instructions is generated based
at least in part on the position of the obstruction at the
first time.
3. The system of claim 1, wherein the method further
comprises:
capturing second imaging data by the first digital camera
at a third time, wherein the third time follows the
second time;
detecting at least the portion of the fiducial within the
second imaging data;
determining a position of the second vehicle and an
orientation of the second vehicle at the third time based
at least in part on the second imaging data;
generating a third set of instructions for causing the
second vehicle to deliver at least one item from the
storage compartment; and
transmitting, by the first transceiver, the third set of
instructions to the second transceiver at a fourth time,
wherein the fourth time follows the third time.
4. A method comprising:
generating, by a first processor unit provided aboard a first
vehicle in an area, a first set of instructions, wherein the
first set of instructions are configured to cause a second
vehicle in the area to travel on a first course and at a first
speed;
transmitting, by a first transceiver provided aboard the
first vehicle, the first set of instructions to a second
transceiver provided aboard the second vehicle;
causing, by a second processor unit aboard the second
vehicle, the second vehicle to travel on the first course
and the first speed in response to executing the first set
of instructions by the second processor unit;
identifying, by the first processor unit, first data captured
by at least one sensor in the area, wherein the first data
was captured at a second time, and wherein the second
time follows the first time;
determining, by the first processor unit based at least in
part on the first data, at least one of:
a position of the second vehicle at the second time;
a position of an obstruction at the second time; or
an orientation of the second vehicle at the second time;
generating, by the first processor unit, a second set of
instructions based at least in part on at least one of the
position of the second vehicle at the second time, the
position of the obstruction at the second time, or the
orientation of the second vehicle at the second time;
and
transmitting, by the first transceiver, the second set of
instructions to the second transceiver.
5. The method of claim 4, wherein detecting the at least
one of the position of the second vehicle at the second time,
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the position of the obstruction at the second time or the
orientation of the second vehicle at the second time com-
prises:

receiving, by the first transceiver, the position of the

second vehicle at the second time and the orientation of
the second vehicle at the second time from the second
transceiver,

wherein the position and the orientation are determined by

at least one sensor provided aboard the second vehicle.

6. The method of claim 4, wherein the second set of
instructions are configured to cause the second vehicle to at
least one of:

deliver an item; or

travel on a second course or a second speed,

in response to executing the second set of instructions by

the second processor unit.

7. The method of claim 4, wherein the at least one sensor
is provided aboard the first vehicle,

wherein the at least one sensor comprises at least one

imaging device,

wherein the first data comprises imaging data captured by

the at least one imaging device at the second time, and
wherein generating the second set of instructions com-
prises:
selecting at least one of the second course or the second
speed based at least in part on the first data.

8. The method of claim 7, wherein the second vehicle
does not include any of an imaging device or a position
sensor.

9. The method of claim 7, wherein determining the at least
one of the position of the second vehicle at the second time,
the position of the obstruction at the second time, or the
orientation of the second vehicle at the second time com-
prises:

detecting at least one visual marking on at least a portion

of a fiducial extending from a body of the second
vehicle within the imaging data, wherein the at least
one visual marking is provided on a first surface of the
fiducial, and wherein an orientation of the fiducial is
fixed with respect to an orientation of the second
vehicle;

determining the position of the second vehicle based at

least in part on the at least one visual marking; and
determining the orientation of the second vehicle based at
least in part on the at least one visual marking,
wherein the at least one of the second course or the second
speed is selected based on the position of the second
vehicle and the orientation of the second vehicle.

10. The method of claim 7, wherein determining the at
least one of the position of the second vehicle at the second
time, the position of the obstruction at the second time, or
the orientation of the second vehicle at the second time
comprises:

generating a profile of one or more ground surfaces based

at least in part on the first data, wherein the profile

comprises:

the position of the obstruction on the one or more
ground surfaces;

an elevation of the one or more ground surfaces;

a location of at least one slope of the one or more
ground surfaces; or

a location of at least one surface texture of the one or
more ground surfaces,
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wherein the at least one of the second course or the second

speed is selected based on the profile.

11. The method of claim 6, wherein the at least one sensor
is provided aboard the second vehicle,

wherein the at least one sensor comprises at least one of

a speedometer, an accelerometer, an inclinometer, a
gyroscope, a magnetometer, a compass, an imaging
device, a ranging sensor or an acoustic sensor, and
wherein the generating the second set of instructions
comprises:
selecting at least one of the second course or the second
speed based at least in part on the first data.

12. The method of claim 10, wherein determining the at
least one of the position of the second vehicle at the second
time, the position of the obstruction at the second time, or
the orientation of the second vehicle at the second time
comprises:

generating a profile of one or more ground surfaces based

at least in part on the first data, wherein the profile

comprises:

the position of the obstruction on the one or more
ground surfaces;

an elevation of the one or more ground surfaces;

a location of at least one slope of the one or more
ground surfaces; or

a location of at least one surface texture of the one or
more ground surfaces,

wherein the at least one of the second course or the second

speed is selected based on the profile.

13. The method of claim 4, wherein the first vehicle is a
ground vehicle comprising:

a body, wherein the at least one sensor is coupled to the

body;

at least one storage compartment disposed within the

body;

the first processor unit;

the first transceiver;

at least one wheel; and

a motor disposed within the body, wherein the motor is

configured to cause the at least one wheel to rotate at a
speed within a predetermined speed range.

14. The method of claim 4, wherein the second set of
instructions are configured to cause the second vehicle to
travel on a second course or at a second speed, and

wherein the method further comprises:

causing, by the second processor unit, the second vehicle

to travel on the second course or at the second speed in
response to executing the second set of instructions by
the second processor unit;
identifying, by the second processor unit, second data
captured by the at least one sensor in the area, wherein
the second data was captured at a third time, and
wherein the third time follows the second time;

determining, by the first processor unit based at least in
part on the second data, that the second vehicle is
within a vicinity of at least a portion of a delivery area
at the third time;

generating, by the first processor unit, a third set of

instructions based at least in part on the second data,
wherein the third set of instructions are configured to
cause the second vehicle to deposit an item at the
delivery area;

transmitting, by the first transceiver, the third set of

instructions to the second transceiver; and
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causing, by the second processor unit, the second vehicle
to deliver the item at the delivery area in response to
executing the third set of instructions by the second
processor unit.

15. The method of claim 4, wherein the first vehicle is an
aerial vehicle comprising:

a body, wherein the at least one sensor is coupled to the

body;

at least one storage compartment disposed within the

body;

the first processor unit;

the first transceiver;

at least one motor coupled within the body, wherein the at

least one motor is configured to cause at least one
propeller to rotate at a speed within a predetermined
speed range; and

at least one power module for powering the motor.

16. The method of claim 4, further comprising:
transporting, by one of the first vehicle or a third vehicle,
the second vehicle to the area prior to the first time,
wherein the second vehicle is coupled to or carried by the

first vehicle prior to the first time.

17. The method of claim 4, wherein the first set of
instructions is transmitted from the first transceiver to the
second transceiver according to at least one of:

a Bluetooth protocol;

a Wireless Fidelity protocol;

a cellular network;

a local area network;

a wide area network; or

a software-defined area network.

18. A method comprising:

receiving, over a network, a first order for a delivery of an

item, wherein the first order specifies a destination for
the delivery of the item;

transporting, by a first vehicle, the item and a second

vehicle to an area including the destination prior to a
first time;
selecting, by a first processor unit aboard the first vehicle,
a first course and a first speed for the second vehicle;

programming, by the first processor unit, the second
vehicle to travel at the first course and the first speed at
the first time;

capturing first data by at least one sensor provided aboard

one of the first vehicle or the second vehicle, wherein
the first data comprises first imaging data;

selecting, by the first processor unit, at least one of a

second course or a second speed based at least in part
on the first imaging data;
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programming, by the first processor unit, the second
vehicle to travel at the second course or the second
speed at a second time, wherein the second time
follows the first time;
capturing second data by the at least one sensor, wherein
the second data comprises second imaging data;
detecting, by the first processor unit, a delivery area
associated with the destination in the second imaging
data; and
programming, by the first processor unit, the second
vehicle to deposit the item at the delivery area at a third
time, wherein the third time follows the second time.
19. The method of claim 18, wherein the at least one
sensor is provided aboard the first vehicle,
wherein the second vehicle comprises a body having a
fiducial with a visual marking thereon mounted to a
distal end of the extension, wherein an orientation of
the visual marking is fixed with respect to an orienta-
tion of the second vehicle,
wherein the second vehicle does not include an imaging
device,
wherein selecting the first course and the first speed for
the second vehicle comprises:
detecting at least a portion of the visual marking within
the first imaging data; and
determining at least one of a position or an orientation
of the second vehicle at a third time based at least in
part on the first imaging data, wherein the third time
is between the first time and the second time, and
wherein the second course or the second speed is selected
based at least in part on the position or the orientation
of the second vehicle at the third time.
20. The method of claim 18, wherein selecting the at least
one of the second course or the second speed comprises:
determining at least one of a position of the second
vehicle or an orientation of the second vehicle at a third
time, wherein the third time is between the first time
and a second time;
generating a profile of one or more ground surfaces in the
area based at least in part on the first imaging data,
wherein the profile comprises:
a position of the obstruction on the one or more ground
surfaces;
an elevation of the one or more ground surfaces; or
a location of at least one slope of the one or more
ground surfaces; or
a location of at least one surface texture of the one or
more ground surfaces,
wherein the at least one of the second course or the second
speed is selected based on the profile.
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